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Preface

The word mechatronics was first coined by a senior engineer of a Japanese company;
Yaskawa, in 1969, as a combination of "mecha" of mechanisms and "tronics" of
electronics and the company was granted the trademark rights on the word in 1971 [1-
2]. The word soon received broad acceptance in industry and, in order to allow its
free use, Yaskawa elected to abandon its rights on the word in 1982 [3]. The word has
taken a wider meaning since then and is now widely being used as a technical jargon
to describe a philosophy in engineering technology, more than the technology itself.
For this wider concept of mechatronics, a number of definitions has been proposed in
the literature, differing in the particular characteristics that the definition is intended
to emphasize. The most commonly used one emphasizes synergy and is as follows:
Mechatronics is the synergistic integration of mechanical engineering with electronics
and intelligent computer control in the design and manufacture of products and
processes. The embedded intelligence may vary from programmed behaviour to self
organization and learning.

The development of mechatronics has gone through three stages. The first stage
corresponds to the years around the introduction of the word. During this stage,
technologies used in mechatronic systems developed rather independently of each
- other and individually. With the start of the eighties, a synergistic integration of
different technologies started taking place, the notable example being in
optoelectronics (i.e. an integration of optics and electronics). The concept of
hardware/software co-design also started in these years. The third and the last stage
starts with the early nineties. The most notable aspect of this stage is the increased use
computational intelligence in mechatronic products and systems. It is due to this
development that we can now talk about Machine Intelligence Quotient (MIQ).
Another important development in the third stage is the possibility of miniaturization
of the components; in the form of microactuators and microsensors (i.e.
micromechatronics). ‘ '

The field of mechatronics is now widely recognized in all parts of world. Various
undergraduate and graduate degree programs on mechatronic engineering are being
offered at different universities. Journals dedicated to the field of mechatronics are
being published, dedicated conferences are being held. One such conference is the
one organized in Turkey during August 14-16, 1995, with the title, "International
Conference on Recent Advances in Mechatronics: ICRAM™95," under the technical
co-operation of ASME (American Society of Mechanical Engineers), IEEE (Institute
of Electrical and Electronics Engineers) Industrial Electronics Society, IEEE Robotics
and Automation Society, IEEJ (Institute of Electrical Engineers of Japan) , IFAC
(International Federation of Automatic Control), IFToMM (Int. Fed. for the Theory of
Machines and Mechanisms), JSME (Japanese Society of Mechanical Engineers), RST




vi

(Robotics Society of Japan) and SICE (Society of Instr. and Control Engineers of
Japan). The conference was highly successful, it had more than 200 participants from
34 different countries. Four years has since then passed and in order to discuss the
most recent advances, it has been decided to hold another similar conference during
24-26 May 1999, again in Istanbul, Turkey, under the title 2nd International
Conference on Recent Advances in Mechatronics: ICRAMY9. It is organized by
UNESCO Chair on Mechatronics and Mechatronics Research and Application Center
of Bogazici University, Istanbul, co-sponsored by IEEE Industrial Electronics Society
and IEEE Robotics and Automation Society, and in technical co-operation with
ASME Dynamic and Control Systems Division, ASME Design Engineering Division,
RS]J, IEEJ, JSME and SICE. This book contains a selected set of papers prepared for
presentation during the conference by leading experts in the field of mechatronics.

The first two chapters of the book consider the recent advances made in one of the
most important fields of mechatronics, i.e. robotics. In the third chapter, the use of
intelligent techniques in mechatronic products and systems is addressed. The
following short chapter contains two papers on mobile robotics. The frontiers in
mechatronics in the form of virtual techniques and telecommanding are the subject
matter of the fifth chapter. The next three chapters of the book are devoted to
applications, such as in motion control, in biomedical engineering and in inspection
and fault detection. The last two chapters are on design and analysis of mechatronic
systems. The book therefore covers a wide spectrum of mechatronics. We would like
to take this opportunity to thank all the authors for their valuable contributions. We
are confident that the readers will find the contents of the book interesting and
beneficial.

Thanks are also due to Feza Kerestecioglu, Onder Efe and other members of the
organization committee who put a lot of time and effort into ICRAMY9.
Additionally, we wish to thank the following for their contribution to the success of
the conference:

UNESCO

Bogazici University Foundation

European Office of Aerospace Research and Development, Air Force Office
of Scientific Research, United States Air Force Research Laboratory
European Research Office, United States Army

Okyay Kaynak (Bogazici University, Istanbul, Turkey)

Sabri Tosunoglu (Florida International University, Miami, USA)
Marcelo H Ang Jr. (Singapore National University, Singapore)
Editors
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WHERE IS THE FIELD OF ROBOTICS GOING?’

Prof. Delbert Tesar
The Carol Cockrell Curran Chair in Engineering

The Robotics Research Group
The University of Texas at Austin

1.J. Pickle Research Center
The University of Texas at Austin
MC: R9925, Austin, Texas 78712

Tel: 512-471-3039

ICRAM’99

Abstract. Robotics is now becoming a mature technology with increasing
commercial viability. The market has tripled in the last three years in the United
States. The opportunity to expand this market ten-fold will depend on a dramatic
increase of performance (of several orders of magnitude) while reducing cost.
This can only be achieved by using the lessons learned from the personal computer
industry and finding the equivalent in robotics. This means standardization at the
correct level of granularity (of machine modules) and the creation of a universal
operating software system to drive any machine system that can be assembled on
demand from these standard modules to meet a customer’s requirements. For
industrial applications, this will lead to dexterous manufacturing cells of 40
degrees-of-freedom (or more) that are rapidly reconfigurable to do automated
warehousing, truck palletizing, food packaging, shoe manufacture, fettling of
plastic parts, etc. The age of robotics is just before us. Unfortunately, more than
95% of our robots are imported at this time. The University of Texas is providing
key leadership in the required development to create the foundations for a U.s.
industry for robotics. This article outlines the basis for this enthusiasm for the
technology and briefly outlines activity within UT Austin’s Robotics Research
Group.

L PAST EMBODIMENTS OF ROBOTICS?

The oldest form of the technology was represented by automata and its first
sophisticated description was given by Leonardo da Vinci (see Fig.1) [1], approximately
500 years ago. This 4 input-4 output device was intended to duplicate the complex motion
of a bird’s wing, perhaps 200 years before the much simpler single output machines were
first being conceptualized. Another exceptional example was provided by J. Vaucanson in
1738 (see Fig.1b), when he produced an automata to play a brief sonata with a flute (with
correct fingering and air velocity control) [3,4]. This level of technology was then
transferred to complex patterns in textiles resulting in the Jacquard loom with digital inputs
in the form of a continuous belt of punched cards in 1801 [5]. It was subsequently
embodied in the player pianos developed during the 19th century. One should consider the

* Thisis an expanded version of a paper in the Discovery magazine published by The University of Texas at
Austin, Fall, 1997.




punched cards as the stored "map" of the program to govern the operation of the system.
The player piano had one input - and 88 distinct and independent outputs - very similar to a
modern automatic screw machine used in manufacturing. Today, the "electronic" map is
more likely to be the functional description of the operation of the fuel system in a modern
automobile. This map is obtained by carefully operated tests and experiments of the
prototype system. Even though the fuel system may be extraordinarily complex, the highly
refined map ensures that maximum performance is achieved under a very wide range of
sensed conditions. This is the modern equivalent of an intelligent machine except that a
majority of the decision making was done in advance and stored for retrieval during
operation. Another more recent form of this type of automata is represented by the Sarcos
World Anthropomorphic figure developed by Steve Jacobson of the University of Utah (see

a) b) ©)
Leonardo § Vaucanson Sarcos’
da Vinci’s flute player articulated

mechanical (1783) enter-
wing [3]. tainment
(~1486) - robot
[21. [6].
d) o) )
K-9 Popular Typical toy
intelligent Star Wars robot
dog of robotic 51
Dr. Who pair
TV series

[8].
[71.

Figure 1. Automata and science fiction devices

Fig.Ic) [6]. This system has a very large number of Degrees-of-Freedom (DOF) driven
by a fixed digital memory (usually on a repeating tape). Although visually fascinating, it
does not offer significant levels of precision, speed, force (or intelligence) that would be
required in future production systems for manufacturing,

The dog, K-9, of the science fiction series, "Dr. Who," is, in fact, increasingly
viable today (see Fig.1d) [7]. It had an encyclopedic memory and could rapidly respond
to a very wide range of verbal questions. Today, the need for the equivalent system for
entertainment purposes as represented by the popular "robots" of Star Wars (see Fig.1e) or
for companion support for our independent but aging population is obvious. Finally, a
wide range of toy robots (see Fig.1f) have been produced to respond to the fascination
young people have for this technology

Early attempts to develop realistic functional systems are shown in Figure 2. The
manual controller (see Fig.2b) is used as a master to provide kinesthetic input to the
system and force feedback to the operator of a slave manipulator device (this is called
teleoperation where the slave can be remote from the master). In this case, the master is
quite human-like in its geometry (as is the slave manipulator). Hardyman [10] was a
prototype (see Fig.2a) developed by G.E. to provide force amplification for the human,




a) Hardyman (by G.E., 1968) multiplies human b)  Argonne derived manual controller
lifting capacity 10 times [10].

c) DLR Articulated Hand (1997) [11]. d)

%
Vehicle (1984) I131.

Figure 2. Human like prototypes.

making the combination capable of picking up ten times the load possible by the man
alone. Today, this remains a very desirable goal (human augmentation) although the
dominant requirement for specialized backdriveable actuators has not yet been met. The
hand prototype (see Fig. 2¢) by G. Hirzinger involves 12 DOF, 28 sensors, a unique
embedded actuator module, and an on-board electronic controller. This prototype, in total,

s an exceptional development coming from the field of feinwerktechnik—fine

mechanics—a field common to central Europe and recently emerging in the United States
as MEMS—Micro-Electro-Mechanical Systems [12].

A topic of broad interest over the past four decades is walking. Two-legged
walking prototype systems do exist but they remain far from satisfactory. The six-legged
system by Ohio State University [13] was a major effort during the 80's funded by DARPA
(see Fig.2d). It did show that six-legged walking (and some running gates) were feasible
although expensive and complex.

Another topic that has been proposed for robotics is associated with health care
(see Fig.3). Eye surgery is one of those opportunities. Recently JPL, in concert with Dr.
Steve Charles, a renowned eye surgeon, has designed, fabricated, and tested a miniature
(6" long) manipulator of enough resolution to be useful (see Fig.3a) [14]. Another surgical
task which requires high forces and stiffness is the cutting of bone (see Fig.3b) [15].
Carnegie Mellon University researchers have shown that this is feasible using a high
quality Adept industrial robot manipulator. This Adept system uses direct drive motors to
improve its tracking capability to meet the requirements of this demanding physical task.
Finally, Joe Engelberger, the father of American robotics, has developed a system called
HelpMate (see Fig. 3c). The initial use of this system is for transport in hospitals. A future
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use will be to add two manipulators to the platform to enable it to become the nilrse’s aide
and companion to incapacitated humans [16].

Figure 4 illustrates a range of mobile platforms to cal'}y out remote tasks. The
platform in Figure 4a represents an underwater system for ocean exploration or for oil field
service functions [18]. That in Figure 4b is an emerging concept by the Johnson

a) Robot Assisted Micro Surgery b) Bone milling robot by " ¢) Mobile platform by
(RAMS) by JPL [14]. CMU Robotics Institute [15].  HelpMate Robotics, Inc. [16].

Figure 3. Health related technologies.
Space Center robotics division to create an astronaut assistant to augment his capability
[19]. The goal is to reduce astronaut EVA by 50%. Finally, to survey unknown planetary
surfaces, JPL is sending rovers to Mars and other planets (see Fig 4c) [20]. These devices
are miniaturized to reduce weight.

a) Underwater platform for explora-  b)Robonaut concept as dual  c) JPL rover for deployment on
tion and oil field service {18]. of astronaut in space [19]. Mars [20].
Figure 4: Mobile platforms for remote operations. :

Systems of higher complexity are increasingly becoming feasible. The 17
DOF dual arm system was built by Robotics Research Corporation as a prototype
system for a major robot development in the mid 80's" [21]. It represents a very high
level of dexterity and motion flexibility and is an exceptional laboratory demonstrator.
The dual arm system in Figure 5b is being used to dismantle the Chicago Pile 5 at
Argonne near Chicago. This is an example of a future need that faces the U.S. and
other industrialized nations; i.e., the dismantlement of most of our nuclear facilities and
reactors. The basic requirement is to make it unnecessary for humans to enter a high
radiation environment. Finally, Figure 5c shows a concept of a 10 DOF, 50 ft. long

* This device was recently donated to The University of Texas at Austin by Northrup Grumman.




dexterous “crane” manipulator capable of precision placement of building components with
minimal human involvement thus dramatically improving worker safety which is a major
issue in this industry. One requirement here is a special light weight, high force, and high
resolution actuator to drive this large structure.

Robotic Research Corporation’s dual
Manipulator of 17 DOF.

b) 16 DOF Dual arm system for nuclear ¢) Long reach arm (50 ft.) of 10 DOF
facilities dismantlement. For construction industry.

Figure 5: Unique prototypes of 10 or more DOF

The market for industrial robots in the U.S. has tripled in the last three years, now
exceeding $1 billion per year [22]. General Motors purchases 4,000 robots per year. These
systems are extraordinarily smooth with a reliability exceeding 20,000 hours (recall that cars
may now be considered to be 3,000-hour machines). One of the most common applications
is spot welding (see Fig. 6a) as well as spray painting and some assembly. The most
important reality is that the cost to integrate (make it work) a robot into the factory is four
times the cost of the robot itself. Also, time of integration makes rapid product model
changeovers virtually impossible. In order to make rapid integration feasible, it will be
necessary to improve the absolute accuracy of industrial robots from 0.2 inch to 0.01 inch (a
factor of 20) and to have computer control directly from the product database. No industrial
robot technology is prepared to meet this dominant requirement at this time. Another.
important application is electronic assembly. The Hirata manipulator (Fig. 6b) uses high
accuracy direct drive motors to maintain the level of speed and precision required. This
Japanese made manipulator is also used by Adept in the U.S. It is the only U.S. based
industrial robot system manufacturer of any magnitude, leaving the enterprise open to the
entry of vigorous technology based start-ups.

IL WHAT IS ROBOTICS

The concept of a machine equivalent to humans has always intrigued mankind and
is frequently represented in various forms in the literature. It was crystallized for us by
Karel Capek who coined the word robot in the sophisticated tale of the gradual rise of a

*Robota (Czech) was the number of days of work per year the serfs owed the local baron for his protection and
governance.
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robot society, the reduction of the role of humans, and the eventual genocidal destruction of
the robot population to follow by its rebirth in terms of two surviving individuals.

Today, this fascination continues in our science fiction and in game competitions
such as the recent contest between Deep Blue (of IBM) and chess master, B. Kasperov.
While these manifestations are fascinating, they have very little to do with reality. Think of
the exceptional ability of the eye-brain combination to accurately distinguish a face among
hundreds, thousands, or millions of similar "shapes" that differ only by small nuances.
Consider the exceptional accuracy and fingertip control necessary by a basketball player to
shoot a 3-point shot. These human capabilities are obtained through trial and error
perceptions and corrections obtained through rigorous training, none of which the technical
field of robotics is approaching in its most aggressive development. The Deep Blue -
Kasperov chess contest is not representative of these highly integrated multi-sensory, multi-
motor responses which are best described as highly coupled nonlinear functions which are
always in conflict to result in a refined and delicate balance. They are not simple digital
(discrete) alternatives. It is the differencing (conflict resolution) which makes it possible
for humans to be trained at an exceptionally high level. In fact, antagonistic control of
large forces to provide a refined small force output has long been known to be a difficult
technical task. Yet, the motion of the human eye is governed by a number of parallel
acting muscles which antagonistically move the eyeball in a slewing mode at high speed
and, just before focusing, changes to a high accuracy slow motion to prevent overshoot and
jitter. In fact, these systems begin to fail when the antagonistic error exceeds the corrective
decision making of the "analog" control system. This is a lesson of greatest importance
technically. We know there are measurement limits for many physical phenomena. There
will also be similar limits on the control of highly nonlinear-coupled man-made systems.
The human/biological system is basically analog (a continuous relationship between input
command and output response) while the man-made system is increasingly digital (discrete
steps in the input-output relationship). We are on the verge of a revolution in the digital
control of machines. Why? Because by the year 2000, there will be available computer
technology producing a gigaflop of computational power as a $5000 commodity [25]. This
is equivalent to three or more 1980 super computers. Hence, the architectural generality
described in [26] and the forecast of a super-robot discussed in [27] now become truly
feasible. The fields of computer science, micro-electronics, and materials science are
yielding support to this revolution. But the real demand of the technology come in the field
which the Japanese have called mechatronics—an intimate combination of mechanical and
electrical technologies. The mechanicals must generate the physical embodiment of the

a)

Spot b)
welding Precision

inan high speed

automobile electronics

assembly assembly.

plant [24].

[23].

Figure 6. Common applications for industrial robots.




system—in other words, they must create the best possible parametric representation of the
system. The electricals, by means of exceptional decision making software, must resolve
demand/response conflicts through criteria fusion at several hierarchical levels. In fact, as
the speed of digital making increases, the more analog the control response will appear.
Today, the field of robotics is moving rapidly to a blending of these fields into a new
discipline. Those young people who wish to be leaders will strive to excel in this emerging
science of mechatronics.

III. WHAT IS THE FUTURE OF INDUSTRIAL ROBOTICS?

The robot industry (and most machines in general) has concentrated on a
monolithic design of manipulators (4 to 7 DOF arms) which are one-off designs in much
the same way we built and operated our earliest computers. A massive lesson from
computers has been learned from the last two decades on the commercial development of
an open architecture for the hardware system (Dell Computers) and a generalized software
for the operating system (Microsoft). In other words, these systems are so open that they
can be assembled on demand and integrate virtually all technical modifications from a
broad range of sources (because of standardization) without disturbing the remainder of the
system. The widespread awareness of this standardization encourages investment to
organically occur from a variety of sources. This concentration on an open architecture
enables a continuous improvement on performance while reducing cost--quite a contrast to
the paradigm of most existing production machine technologies.

It now becomes possible to open up the

Barrier To Aglle Manufacturing architecture of dexterous machines

41GS Block Flow of Information) (robots). Actuators (the muscles) can be
produced in a small number of standard

sizes to populate a very wide range of

SERSERe DRUING % - gﬁ systems to meet a diverse set of
N SRS § e applications  (see  Tablel). These
standardized actuators will contain

! sensors, motors, bearings, gear trains,
o] [ AT oo, brakes, electronic controller, wiring,
sy communication buses, etc. In other

words, a massive amount of technology.
It has the same significance to machines
as the electronic chip has to computers.
(i.e., it becomes one of the standards for investment). Perhaps 7 to 10 actuators in each of
five distinct classes would be necessary to populate all the systems required by applications
listed in Table 1. Adding links between the actuators makes up the manipulator. All that is
necessary to complete the system is an open architecture system controller (now being
offered by several suppliers) and a generalized operational software (which is under
development at UT Austin) in the same format as offered for computers by Microsoft (the
other standard for investment) [28]. Is this feasible? Can commercial entities make money
in this manner? Yes, if they expand their markets to applications which are virtually
untouched (food, textiles, apparel, agriculture, etc.) which are global in nature, and much
larger than those already addressed (automobiles, electronics).

Figure 7 Agile manufacturing barriers




Industrial  |Precision light machining To do so, however, requires that
Automation |Microfabrication a fully integrated technology be
Complex ?Ssium_blgﬂe"iblef . established which is not only responsive
Jmanufacturing/remanufacturing .
Batch processing to market'demands but reacts quickly
Small-scale industrial processes (and at virtually no cost) to product
Seam Welding design changes. This is a concept called
Force fit assembly ' agile manufacturing (see Fig.7). The high
Energy Utility nuclear reactor mafntenance | 210 added functions (drilling, routing,
Systems Offshore oil and gas exploration . . .
Nuclear waste site clean-up trimming, etc.) usually contain large
Coal production force disturbances which are contained
Military Battlefield operations by a jig (or rigid frame). The jig

Operations | All-electric or hybrid vehicles
Flight surface control
Automatic ammunition loader

maintains operational precision but it
blocks all the information flow to the

Logistics operations central computer and it certainly is not
f;‘?‘otswe °’d“ag°° disposal agile. Further, it can easily cost ten times
AINenalice anc CMEIREncy repair more than the robot. Hence, a science of

Human Hazardous duty missions . X
Augmenta- | Training and service machines machines must be developed which
tion Prosthetics and orthotics makes it possible to eliminate the jig. To
- Microsurgery _ do so will require a whole series of new
Agriculture _|Field mapping and harvesting sciences -(metrology, criteria fusion,

Space Space Station maintenance e : d

Operations | Assembly and construction of pe orn}ance nf)l:ms, et(.:.) an a
Planetary surface systems generalized decision making software
Table 1: Listing of Robot Applications (opportunities of real magnitude for

young people to enter the field) [29].

Some of the future applications in industry are shown in Figure 8. Figure 8a
illustrates a very common dilemma in the food industry. Many onerous repetitive physical
tasks exist that must be performed in high humidity, temperature extremes, chemical
fumes, etc. It now becomes possible to build low cost, modular robots that can operate
economically anywhere in the world. Further, nominally trained operators can replace
failed robot modules (plug-and-play) and to do so from a small collection of spares (i.e.,
just as we now do for personal computers). The robot actuator module shown in Figure 8b
is representative of the modularity required [31]. Figure 8¢ is a concept of an advanced
micro-fab architecture which would make it possible to virtually remove the human from
any entry into the clean room space. The inner cylindrical core would be occupied by
modular handling robots and elevators, all of which can be repaired by module replacement
by other robots (see Fig.8d) [32]. The second inner cylindrical shell would be for storage
of all work (wafers) in progress. Beyond that would be a cylindrical shell for dedicated
production machines which could be moved to an outer cylindrical shell for major service,
repair, or modification.

Finally, it now becomes feasible to address high value added functions such as
airframe assembly. Figure 8e is the nose cone of a fighter aircraft. It contains 120 parts
with hundreds of rivets now assembled by hand using expensive jigs and fixtures. It is
proposed to design a finite number of link and actuator modules to be assembled, on
demand, fully calibrated with integrating software to carry out this demanding assembly
task. The result would be a precision assembly cell of 40(+) DOF [33]. Some of the
manipulators would maintain precision under load of 0.01" (at least ten times better than
that available from the best industrial robot today). Some of the manipulators would be




force robots to prevent deformation of the product. - Others would be dexterous fixturing
devices. The whole would be a completely reprogrammable system whose control inputs
would be based on commands derived from the data base of the product--a true
representation of agile manufacturing (Fig. 8f).

a)Humans face demanding and b)Standardized actuator as a basis ¢)Revolutionary cylindrical
repetitive tasks in food for Plug-and-Play systems [31]. micro-fab architecture [32].

d) Modular robot concept [32]. | €)Nose cone airframe for an )40 DOF handling cell for pre-
F-18 fighter [33]. cision airframe assembly [33].

Figure 8:Demanding future applications of robotics in industry.

These industrial examples all indicate that open architecture (modular) systems of
many degrees of freedom able to satisfy a broad range of applications will be the future of
production machines that we need to be working on now. This architectural generality is
what we classify as manufacturing cells.

Iv. CONTINUUM FOR ADVANCED MACHINE OPERATION

The benefits of the massive technology associated with computers can now be
expanded by changing the basis for machine control from analog and stability algorithms
to -criteria based decision making such that task performance, condition based .
maintenance, and fault tolerance become possible for complex production systems such as
40 DOF precision assembly cells for airframe manufacture. This generic approach would
also apply to all intelligent machines such as aircraft, automobiles, harvesting equipment,
medical equipment, etc.

Most mechanical systems are based on a control paradigm associated with the
criteria of stability and a few ancillary criteria such as overshoot, settling time, and steady
state error. Not only are these criteria irrelevant to the critical operation of most high
value added production systems, issues such as task performance (precision, force,
obstacle avoidance, etc.), condition based maintenance (when should a component be
replaced to maintain system performance) and fault tolerance (operation even under a
fault) cannot be addressed by this out-dated approach to control. The successful fly-by-
wire approach used in fighter aircraft shows that criteria based decision making not only
works but that it is essential to generalize the architecture of production systems, make
agile manufacturing feasible for high value added operations including advanced
manufacturing cells, and to reduce life cycle cost.

Figure 9 describes what is meant by this new continuum of machine operation.
Each operational concept (task performance, condition based maintenance, and fault
tolerance) is based on a “residual” (or difference) between a predicted model reference
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(based on a parametric description of how the “as built” machine should perform) with a
sensor reference (based on actual parameters measured by distributed sensors within the
system). This difference model then can be used by the decision making software to
maximize performance, to identify faults and to

Continuum for Advanced Machine recommend the best configuration to mask the
Operation

fault, or to recommend the replacement of a

Pefoce  pifon bt component which is adversely effecting the
Maintenance

system’s performance. To obtain these benefits,
a massive development of foundation
technologies such as metrology, operational
criteria,  decision  making,  modularity,
communications technology, etc. (see Figure 9)
must be undertaken. Little of these foundation
technologies now exists or is being developed or
taught in our academic institutions. It is also
necessary to mention that federal research
funding for manufacturing has provided

Metrology, Model Reference,

virtually no support for this revolutionary but
essential technology. For example, it can be

Sensor Reference, Operational Criteria,

v forecast that condition based maintenance will
Mochanies Architeciore be common to automobiles within this decade.
High Spoed Syt Contrers, Why not now also vigorously pursue this same
Commemlcstions Tecoelogy technology for production systems and bring
Figure 9 excitement back to our manufacturing industry
and to the discipline of mechanical engineering.

V. CONTRIBUTION BY UT’S ROBOTICS RESEARCH GROUP

The Robotics Research Group at UT Austin has a 40 year history in machine

development, 30 years specifically devoted to robotics. Since 1975, much of this effort has
been to establish the general analytical and design infrastructure for an open (modular)
architecture of systems with many degrees of freedom which are able to satisfy a broad
range of applications for future production machines. This work has coalesced in two
principal areas:
Standardized Actuators. We have defined five unique classes of actuators and have
designed one or more actuators in four of these classes (high precision, high force, low
cost, and backdrivable). We are pursuing all essential component technologies (gear trains,
sensors, clutches, electronic controllers, communications buses, quick-change mechanical
interfaces, etc.) as well as a complete test environment composed of four unique test-beds
(endurance, condition based maintenance, control, and metrology) for these actuators.
Finally, we are developing a ten sensor environment (torque, position, temperature,
current, voltage, etc.) to create an architecture for an intelligent and reconfigurable actuator
to maximize performance as well as make fault tolerance and condition based maintenance
possible. The overall goal is to create a standardized set of advanced actuators whose
production cost can be dramatically reduced by large production runs. This minimal set of
actuators would then be available to create a very large population of open architecture
machines and manufacturing cells which can be assembled on demand in the same manner
that we now employ for personal computers.
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Generalized Software. Once an open architecture structure for machine systems exists, it
becomes necessary to provide a software architecture sufficiently general to operate any

machine that can be assembled from these standardized machine modules. Our research
program has laid the foundation for this software in an object oriented structure called
OSCAR. This software is based on resource allocation by high speed (in less than 5 milli-
sec) decision making among 100+ operational criteria (speed, force, precision, deflection,
energy, etc.). This software can operate simple 6 DOF robot manipulators or complex 40
DOF manufacturing cells. Its decision versatility allows for a unified control for maximum
performance (is there sufficient precision), condition based maintenance (does a module
need replacement), and fault tolerance (can a fault be avoided even during operation).
Much of this class of technology is being employed in the operation of our nuclear reactors,
supercomputers, and even our modern automobiles. It now becomes possible to use this

_technology in our future production machines and to do so at reduced cost.

Based on this aggressive technical development, the Robotics Research Group is

pursuing the following applications at this time:

Plutonium Processing: The operation of multiple robots in a glove box to
handle and repackage highly radioactive plutonium.

(Fig.5a)

Dismantlement: The operation of 16 DOF dual arm systems to
decommission nuclear facilities and nuclear reactors.
(Fig. 5b)

Airframe Manufacture: The development of precision manipulators to create
' versatile assembly cells without the use of expensive jigs
and fixtures. (Fig. 8e, )

Robonaut: - The development of control software for the operation of
dexterous hands and dual arm systems to assist the
astronaut in space. (Fig. 4b)

Shipbuilding: The design and development of low cost, modular
portable robots to weld ship structures at a cost/benefit
ratio 50 times better than previous systems. (Fig. 8b)

Robot Crane: The design of a 50 to 60 ft. long dexterous crane to
assemble standard components of buildings with
minimal human involvement, thereby increasing worker
safety. (Fig 5¢)

Other topics of interest are in the fields of food processing, handling and

packaging; textiles; microsurgery; automobile assembly; microelectronics processing; and
anti-terrorist operations.

VL COMMENT

This is exciting business. A revolution is at hand. Just the thing to attract the
brightest young minds. It does not have to lead to science fiction to be exciting. The goal
is to move away from a simple concept of single purpose machines to those which can be
assembled on demand to meet a wide range of applications at reduced costs. These
systems will be fully integrated and reconfigurable, maintainable by a nominally trained
technician, and repairable by module replacement from a limited number of modules that
can be kept on hand at low cost. This architectural generality (standardized actuators and
generalized operating software) is what we wish to consider as the basis for manufacturing
cells. This approach to standards for investment is identical to the successful commercial
model for personal computers (standardized computer chips and operating systems). Come
and join us in this exciting development.
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Abstract: This paper introduces recent topics of computational intelligence.
The intelligent capabilities will be required to the various systems to adapt a
system to dynamically changing environment. First, we introduce the
computational intelligence including evolutionary computing, neural
computing, and fuzzy computing. Next, some of the important problems
including the system architecture, structured intelligence, emerging system
and implementation methods is discussed in this paper from the viewpoint of
coevolution.

1. Introduction

Recently, intelligence and life itself have been discussed in various fields of brain
science, cognitive science, artificial intelligence, soft computing, computational
intelligence, and artificial life [1-9]. Furthermore, the intelligent techniques have been
applied to knowledge engineering, robotics, manufacturing systems, and others [1-10].
Especially, computational intelligence methods including neural network, fuzzy logic,
evolutionary computation, and reinforcement learning are applicable to various systems.
Furthermore, the synthesized approach of those techniques can give high intelligence to
a system. This paper introduces recent topics of computational intelligence and
discusses intelligent robotic systems.

2. Coevolutionary Computétion

Evolutionary computation (EC) is a field of simulating evolution on a computer [7].
From the historical point of view, the evolutionary optimization methods can be divided
into three main categories, genetic algorithm (GA), evolutionary programming (EP),
and evolution strategy (ES) [7,8]. These methods are fundamentally iterative generation
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and alternation processes operating on a set of candidate solutions, which is called a
population. All the population evolves toward better candidate solutions by a selection
operation and genetic operators of crossover and mutation. The selection decides
candidate solutions into the next generation, which limits the search space spanned by
the candidate solutions. The crossover and mutation generate new candidate solutions.

Recently, coevolutionary computation (CEC) has been discussed in various fields
[17-21]. CEC is generally composed of several species with different types of
individuals (candidate solutions), while a standard EC has a single population of
individuals. In the CEC, crossover and mutation are performed only in a single species,
because a species is used as a group of interbreeding individual, not normally able to
interbreed with other groups [16]. In addition, the selection can be performed among
individuals in a species and among species. The concept of coevolution is based on the
two basic interactions: cooperation and competition. These interactions are generally
determined by the benefit and harm between several species.

Figure 1 shows the coexistence of several species in nature. In general, there are
various interactions in two or more species. These interactions depends on the influence
of a species against the other. To simplify the interaction, we consider two species: A
and B. Table 1 shows the interaction between two species, and these terms are referred
from biology as suitably as possible [16], except for neutralism. We can first divide the
relationship of two species into symbiosis and competition. Furthermore, the
_symbiosis can be divide into three types: mutualism, commensalism, and parasitism.

(1) Mutualism: Both species benefit from the association.
(2) Commensalism: One species benefits from the association (+) and the other is

" not affected ).

(3) Parasitism: One species (parasite) benefits from the association (+) but the other
(host) is harmed (-).
In addition, the competition includes amensalism as a special case.
(4) Competition: both species are inhibited.
(5) Amensalism: One species is inhibited (-) and the other is not affected (0).
In CEC, these interactions are often discussed on the influences concerning fitness
between species. Each fitness value is defined as:

fitness 4 (x;) = f (x;,y;) (1)

Jitnessp(y;) = fp(x;,y;) (2)
where an individual x; is included in species A and an'individual y; is included in species
B. Thus, each fitness value is evaluated by the combination of x; and y,. In addition, the

fitness of x; or y; is often evaluated by the several individuals of the other species as a

simple extension. The above fitness functions can be basically defined as two different
functions. However, the same fitness function is practically used in both species
without different objectives: for example, minimization and maximization, positive
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Fig.1 Coexistence of several species in nature

Table 1 Interaction between two species A and B

Influence of B to A
+ (benefit) 0 - (harm)
+ mutualism commensalism parasitism
Influence of . i .
0 commensalism neutralism amensalism
AtoB
- parasitism amensalism competition
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evaluation and negative evaluation, etc. However, because the interaction between two
species is much complicated, it is difficult to define a fitness function. In the following,
we consider three simple models based on the definition of fitess functions.

2.1. Mutualism Model

In the mutualism model, the fitness function of both species is basically the same.

mjz;x fitness,(y;) = f(x;, ¥;) 3)
max fitnessg(x;) = f(x;, ;) )

When the fitness of an individual in one species is increased, that of the other species is
also increased. The mutualism model has been applied to complicated optimization
problems with many decision variables. Each species separately has individuals of a
single decision variable, and a candidate solution is evaluated after binding one
individuals from each species. This model is a typical cooperative CEC.
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2.2. Competition Model

In the competition model, the increase of fitness of an individual in one species results
in the decrease of the fitness in the other species.

max fitness,(x;) = f(x;, %)

&)
©

In this case, the fitness can be regarded as reward or penalty in the evolutionary game
theory. The competition model includes several species, and a species can be eliminated
by the other species. This competition model has been applied to complicated
optimization problems with multimodal functions. In the competition model, a set of
candidate solutions is often divided into several subpopulations (species) according to
similarity. The divided individuals evolve locally in each species, and a species can be
eliminated by the rapid evolution of the other species. This subpopulation model does
not strictly correspond to the above fitness functions, but the increase of the fitness of
one species obviously causes the decrease of the fitness of the other species. '

mjz}x fitnessg(y;) =~ f(x;, ;)

2.3. Parasitism Model

In the parasitism model, the fitness function can be basically regarded as two different
objective functions.

max fitness,(x;)= f(x;, %)

Q)
(8)

This model can be regarded as predator-prey model. One species (predator) tries to
maximize the fitness, while the other species (prey) tries to minimize the fitness. This
model has often been applied to test-solution problems [17,19]. One species searches for
solutions passing the tests. The other species searches for difficult tests against the
candidate solutions. In this model, the prey can not be eliminated from the biological
point of view, because the predator can not live without prey. However, we should
obtain the best solution to pass all difficult tests from the viewpoint of engineering.

m}'n Sitnessg(y;) = f(x;,;)

' 2.4. Coding in Coevolutionary Computation

This subsection discusses coevolutionary computation from the viewpoint of coding. In
the previous researches [7,8], multiple populations (or island) models have been
proposed to avoid premature or local convergence. Figure 2 shows an island model of
CEC. In the model, the selection is performed within each species, and individuals are
exchanged among species by immigration. Recently, the model is extended into the
coevolution of several species that evolve in different time-scale. For example, species
A is used for solving an optimization problem, while species B is used for maintaining
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best solutions. By using this model, the species A can refer some individuals from the
species B suitable to the current environmental conditions when the environment
changes. Next, we consider the coevolution between different types of species.

When we deal with a complicated optimization problem, we can often divide a
problem into several subproblems. This means that a candidate solution of decision
variables is divided into several subsets of partial decision variables. Here we use two
basic models: distributed coding and hierarchical coding.

Figure 3 shows a distributed coding with several subsets (species) of partial decision
variables. The CEC by the distributed coding does not basically have a set of candidate
solutions of decision variables as a whole, but the CEC maintains the best candidate
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solution formed by the combination of decision variables selected from all species. The
fitness value of an individual in each species depends on the combination of decision
variables selected from the other species. This distributed coding has been often applied
to function optimization problems with many decision variables [7-9].

Figure 4 shows a hierarchical coding composed of a set of candidate solutions and
subsets of partial decision variables. A set of candidate solutions searches for the best
solution, while the subsets search for the good combination of decision variables and
partial decision variables which can improve the candidate solutions. The hierarchical
coding has been used in the schema-based search in GAs, and automatically defined
function in GPs [7-10,21]. In the GP, each function module is evaluated according to
the fitness values of the candidate solutions including the function module. '

3. Emerging Synthesis in Computational Intelligence
3.1. Neural Computing and Fuzzy Computing

Atrtificial neural network and fuzzy logic is based on the mechanism of human brain.
The human brain processes information super-quickly like a network. The artificial NN
can be trained to recognize patterns and to identify incomplete patterns [2]. The basic
attributes of NN are the architecture and the functional properties; neurodynamics. The
neurodynamics plays the role of non-linear mapping from input to output. NN is
composed of many interconnected neurons with input, output, synaptic strength, and
activation. The learning algorithms for adjusting weights of synaptic strength are
classified into three types: supervised learning with target responses, unsupervised
learning without target responses, and reinforcement learning only with the response of
success or failure. In general, a multi-layer NN is trained by a back propagation
algorithm based on the error function between the output response and the target
response. However, the back propagation algorithm which is known as a gradient
method, often misleads to local minima. In addition, the learning capability of the NN
depends on the structure of the NN and initial weights of the synaptic strength.
Therefore, the optimization of the structure is very important for obtaining the desired
target responses.

While NN simulates physiological features of human brain, fuzzy theory simulates
psychological features of the human brain. Fuzzy theory provides us the linguistic
representation such as 'slow' and 'fast'. Fuzzy theory [5] expresses a degree of truth,
which is represented as a grade of a membership function. The fuzzy logic is a powerful
tool for non-statistic and ill-defined structure. Fuzzy inference system is based on fuzzy
set theory, fuzzy if-then rule, and fuzzy reasoning. The fuzzy reasoning derives
conclusions from a set of fuzzy if-then rules. Fuzzy inference system implements
mapping from its input space to output space by a number of fuzzy if-then rules. From
the view point of calculation in the inference, recently used inference methods are
classified into min-max-gravity methods, product-sum-gravity methods, functional fuzzy
inference methods, and simplified fuzzy inference methods [S]. In order to tune fuzzy
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inference methods, and simplified fuzzy inference methods [S]. In order to tune fuzzy
systems, delta rules have been often applied to the functional fuzzy inference methods
like NN. '

3.2. Emerging Synthesis of FS, NN, and EC

To realize highly intelligent systems, the emerging synthesis of various techniques is
required. Figure 5 shows the synthesis of NN, FS, and EC. Each technique plays the
peculiar role in intelligent systems. The main characteristics of NN are to recognize
patterns and to classify input, and to adapt themselves to dynamic environments by
learning, but the mapping structure of NN is a black box. The resulting NN behavior is
difficult to understand. In addition, FS can cope with human knowledge and can perform
inference, but FS does not fundamentally include learning mechanisms. Neuro-fuzzy
computing has developed for overcoming their disadvantages [5]. In general, the neural
network part is used for learning, while the fuzzy logic part is used for representing
knowledge. Learning is fundamentally performed as necessary change such as
incremental learning, back propagation methods, and delta rules. EC can also tune NN
and FS, but the evolution can be defined as resultant or accidental change, not necessary
change, since the EC does not consider and estimate the effect of the change. To
summarize, an intelligent system can quickly adapt to dynamic environment by NN and
FS with the back propagation methods and delta rules, and furthermore, the structure of
the intelligent system can globally evolve by EC. The capabilities concerning
adaptation and evolution can construct more intelligent systems. As mentioned before,
the intelligence arises from the information processing on the linkage of perception,
decision making and action. :

The concept of coevolution has been applied to various types of design problems
and pattern classification problems. The host-parasite model is applied to the learning of
NNs and FS [17,19]. The host and parasite species are a set of NNs and a set of learning
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data [17,19]. The parasite selects and provides the learning data difficult for NNs to
learn. In the classification problems, the input data are directly used for the
classification, or the input data are translated into qualitative information by human
operators. This translation is a very difficult task and it takes much effort. Therefore,
this task is also introduced into the optimization process of classifier system. Generally,
the classifier system is organized as follows;

step 1: preprocessing of input data,

step 2: classification by classifier system, and

step 3: post-processing of output data.
The preprocessing includes feature extraction and feature selection. To build a well
performed classifier, preprocessing is very important, because the the translated
information differentiates a class from other classes. By using computational intelligent
methods, we can develop the following systems (Fig.6):

(1) GP + NN (FS),

(2) GA + NN (FS),

(3) GP (GA) + NN (FS) + GP, etc.
In the case (1), the GP plays the role of featre extraction, i.e., the GP translates a set
of given raw data into meaningful data for the classifier (NN or FS). In the case (2), the
GA plays the role of feature selection, i.e., the GA reduces input dimension to the
classifier (NN, or FS). In the case (3), the last GP plays the role of post-processing. In
this way, the coevolution (co-optimization) of GP (GA) and FS (NN) can generate high
intelligent systems.

4. Computational Intelligence for Robotic Systems

4.1. Structured Intelligence for Robotic Systems

This section describes the architecture of the mobile robot with structured intelligence
[12,13). Figure 7 shows the conceptual figure of a robotic system with structured
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intelligence. Based on the perceptual information from the environment, the robot
makes decisions and takes actions from four levels in parallel. To perceive the
environment, a sensory network is applied. When a sensor is fired by other sensors, the
sensing range and threshold are changed according to timeseries of sensed information.
The robot recognizes quantitative information of the environment. Next, the robot
perceives its external environment through the interpretation into qualitative
information. The action comprises a reactive motion (reflex), skilled motion, primitive
motion planning, and motion planning. When the robot recognizes dangerous
quantitative information from environment, it makes a reactive motion without exact
decision making. In the skilled motion level, the robot recognizes the state of its
environment and it selects and takes a fundamental motion such as locomotion, tracing,
and running. In different environmental conditions, the robot must generate its suitable
motion. If it can simply combine the already acquired skills or motions, the robot can
generate its new motion by binding them [12,13]. However, if it can't apply the
acquired motions and skills, the robot generates new motions by the motion planning.
Thus, a robot has no skill initially, but gradually acquires skills and motions through
the interaction with the environment. Next, we describe the control mechanism of a
mobile robot based on the sensory network.

4.2. Structured Intelligence for Redundant Manipulators

We have proposed various trajectory planning methods for redundant manipulators by
GAs [10,12]. Hierarchical trajectory planning method for intelligent robots is based on
the concept of external and internal evaluations [12]. The hierarchical trajectory planning
method can easily generate a collision-free trajectory by combining several intermediate
configurations of a redundant manipulator. This architecture is also based on the
hierarchical coding method in CEC. In addition, the generated trajectory is used for the
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hierarchical coding method in CEC. In addition, the generated trajectory is used for the
learning of the primitive motions by NN. Figure 8 shows the architecture of motion
planning and learning by virus-evolutionary genetic algorithm (VE-GA) and NN [12].
NN plays the role of the storage of skill and knowledge, while the VE-GA plays the
role of decision maker for motion planning. First, NN makes outputs of a series of
configurations as a trajectory (@nir). If the trajectory generated by NN is feasible, the
trajectory is selected as skilled motion without motion binding. At the same time, the
VE-GA generates initial candidate solutions of trajectories according to the outputs from
NN. Small normal bias is added to each input to NN in order to generate various
candidate solutions. Next, as the primitive motion planning, the VE-GA changes the
combination of the intermediate configurations during several iterations by simple
mutation, to optimize the trajectory. This optimization process requires little
computational time. However, when the primitive motion planning can not find a
feasible solution in several iterations, the hierarchical trajectory planning is performed
until satisfying the aspiration level. Finally, the VE-GA outputs the best trajectory
(6¥), and the NN is trained by the backpropagation algorithm according to 6*.

4.3. Structured Intelligence for Mobile Robots

This subsection discusses the structured intelligence for mobile robpts. We apply a
fuzzy controller for the collision avoidance behavior of a mobile robot. The robot avoids
obstacles according to the measured distance to the obstaces. Here we use a triangular
membership function in order to reduce computational time. Furthermore, we use a
sensory network with scalable attention range, which adjusts the shape of membership
functions from the meta-level in order to construct compact and useful fuzzy rules. The
mobile robot should take into account control rules according to the density of the
obstacles in the work space, i.e. the attention range and velocity of the mobile robot
should be changed according to the density of the obstacles. The attention range
corresponds to a;; of the membership function in fuzzy rules. The attention range,

A_rng(t), is changed as follows,

A_mg(t)=sprs(t)-S_rng ©)
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ytosprst)  if all x, 2 A_mg(t)

sprs(t+1)=
Sprs+1) {y-sprs(t) otherwise

_ (10

where sprs(f) is the degree of sparseness of obstacles satisfying 0 < sprs,;, < sprs(t) <
1.0 for the perception of the work space, S_rng is the maximal sensing range, and (0
<7< 1.0) is a perception coefficient. If the sensory network is not used, many fuzzy
rules are required to describe the collision avoidance behavior because the sensing range
is partitioned by many membership functions. However, the sensory network can
dynamically change the meanings of the linguistic labels ('‘Danger’ and 'Safe’ in this
case) by scaling A_rng(?) in online. Figure 9 shows the meanings of linguistic variables
in cases of inputs x, and x, in the sparse and crowded areas. Even if the input data is
same, there is the big difference of meanings (z; and z,) between the sparse area

(Fig.9.(a)) and crowded area (Fig.9.(b)). Thus, the sensory network can update the
meanings of linguistic variables according to the timeseries of sensed information.
Furthermore, the sensory network can reduce computational cost because the number of
membership functions is relatively small comparing to the fixed linguistic variables. In
the simplified fuzzy inference for the collision avoidance, x; is regarded as A_rng(#) if x;
is larger than A_rng(f). We have shown that the fuzzy controllers for the above collision
avoidance behaviors can be optimized by genetic algorithm [13].

The mobile robot with structured intelligence basically takes reactive motions
in a given work space. Its trajectory is generated as the result of these reactive motions.
If the work space is much complicated and has dead ends of street, the mobile robot
should generate several intermediate points to the target point and it should trace these
intermediate points in order. Therefore, this path planning problem results in a
generation problem of intermediate target points. Figure 10 shows a total architecture of
the fuzzy-based mobile robot with path planning. The number of the required
intermediate points depends on the complexity of a given work space. The aim of the
mobile robot is to reach the target point. According to the environmental conditions,
the robot acquires fuzzy controller and intermediate points through several trials.

Figure 11 shows a simulation result where the number of obstacles is 9 and the
size of the work space is 500x500. The starting and target points are (50, 50) and (450,
450), respectively. In the figure, the mobile robot is depicted every 10 discrete time
steps. It cannot reach the target point, since it cannot escape from a local area
surrounded by obstacles in the center. Figure 12 shows the actual trajectory of the
mobile robot traced by reactive motions through the intermediate point generated by the
GA for path planning. The location of intermediate point within obstacles is infeasible
in standard path planning problems, but the collision check of intermediate points
against obstacles is not required, because the proposed method includes the collision
avoidance behavior. The mobile robot acquires a collision avoidance behavior through
the coevolution of fuzzy controllers and intermediate point in the path planning.
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5. Summary

This paper introduced recent topics of computational intelligence including
coevolutionary computation, and discussed structured intelligence for robotic systems.
First, we showed the motion planning and learning of redundant manipulators based on
genetic algorithm and neural network. Next, we showed fuzzy controller optimization
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genetic algorithm and neural network. Next, we showed fuzzy controller optimization
and path planning of mobile robots based on genetic algorithm and sensory network as a
perception mechanism.

In near future, the coevolution of multiple robots, the coevolution of the robot and
dynamic environment will be discussed more and more.
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Abstract. This paper discusses and illustrates one paradigm of neuro-fuzzy
techniques for building on-line, adaptive intelligent agents and systems. This
approach is called evolving connectionist systems (ECOS). ECOS evolve
through incremental, on-line learning, both supervised and unsupervised.
They can accommodate new input data including new features, new classes,
etc. The ECOS framework is presented and illustrated on a particular type of
evolving neural networks - evolving fuzzy neural networks. ECOS are orders
of magnitude faster than multilayer perceptrons, or fuzzy neural networks and
they belong to the new generation of adaptive intelligent systems. ECOS are
suitable techniques for building intelligent agents on the WWW, intelligent
mobile robots and embedded systems. An ECOS based structure of an
intelligent agent is proposed and discussed.

1. Introduction: Adaptive, On-Line, Incremental Learning

The complexity and the dynamics of many real-world problems, particularly in
engineering and manufacturing, requires sophisticated methods and tools for building
on-line, adaptive decision making and control systems. Such systems should grow as
they operate, increase their knowledge, and refine themselves through interaction with
the environment [14]. :

Many developers and practitioners in the area of neural networks (NN) [3], fuzzy
systems (FS) [299] and hybrid neuro-fuzzy techniques [10, 13, 18, 20, 21, 23, 29] have
enjoyed the power of these now traditional techniques when solving AI problems.
Despite of their power, using these techniques for on-line, incremental, life-long
learning through adaptation in a changing environment may create difficulties. There
are some methods that have already been developed and implemented, such as: ART
and Fuzzy ARTMAP [3] for incremental learning; several methods for on-line
learning {1, 6, 9, 11, 25]; methods for dynamically changing NN structures during
learning process, that include growing and pruning of unnecessary connections and
nodes of an NNJ[7, 12, 24, 26, 27].

The paper continues the list of the techniques from above by introducing a new
framework called evolving connectionist systems (ECOS) and a new hybrid model
called evolving fuzzy neural network. It discusses their potential for building
intelligent agents and intelligent robotic systems.

2. ECOS - Evolving Connectionist and Fuzzy — Connectionist
Systems
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ECOS are systems that evolve in time through interaction with the environment, i.e.
an ECOS adjusts its structure with a reference to the environment (fig.1) as explained
in [13 -18].

Environment

ECOS
| —= =
Inputs *E l

Fig.1. ECOS evolve through interaction with the environment

ECOS are multi-level, multi-modular structures in which many modules have inter-
and intra- connections. The evolving connectionist system does not have a clear
multi-layer structure. It has a modular open structure. The functioning of the ECOS is
based on the following general principles [14 -17].

0]

()

3

There are three levels of functionality of an ECOS, defined by :

(a) Genetically specified parameters, such as size of the system, types of

inputs, learning rate, forgetting.

(b) Synaptic connection weights

(c) Activation of neurons.
Input patterns are presented one by one, in a pattern mode, not necessarily having
the same input feature sets. After the presentation of each input vector (example),
the ECOS associates this example through a local tuning of units with either an
already existing node (called rule or case node), or it creates a new one. In this
respect, ECOS are similar to the case-based learning and reasoning systems. An
NN module or a neuron is created when needed at any time of the functioning of
the whole system.
The ECOS structure evolves in two phases in a hybrid unsupervised- supervised mode
of one pass data propagation. In phase one, an input vector x is passed through the
representation module and the case (rule) nodes become activated based on the
similarity between the input vector and the input connection weights. If there is
no node activated above a certain sensitivity threshold (Sthr), a new rule neuron
(rn) is connected (‘created’) and its input weights are set equal to the values of
the input vector x; the output weights are set to the desired output vector. In this
respect, the ECOS paradigm is similar to ART [3]. Activation either from the
winning case neuron (one-out of-n mode), or from all case neurons that have
activation values above an activation threshold (Athr) (many-of-n mode) is
passed to the next level of neurons. In phase two, if there is no need to create a
new node, the output error is found and the output connections are adjusted
accordingly in a supervised mode. The input connections are also adjusted but
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according to similarity between the existing nodes and the input vectors
(unsupervised mode).

ECOS have a pruning and aggregation procedure defined. It allows for removing
neurons and their corresponding connections that are not actively involved in the
functioning of the ECOS (thus making space for new input patterns). Pruning is
based on local information kept in the neurons. Each neuron in ECOS keeps a
track’ of its ‘age’, its average activation over the whole life span, the global error
it contributes to, and the density of the surrounding area of neurons. Through
aggregation many neurons are merged together based on their similarity.

The case neurons are spatially and temporarily organized. Each neuron has its
relative spatial dimensions in regards to the rest of the neurons based on their
reaction to the input patterns. If a new rule node is to be created when an input
vector X is presented, then this node will be positioned closest to the neuron that
had the highest activation to the input vector X, even though not sufficiently high
to accommodate this input vector. Temporal connections between neurons can be

‘established thus reflecting the temporal correlation of input patters.

There are two global modes of learning in ECOS as explained in {13- 18]:

(a) Active learning mode - learning is performed when a stimulus
(input pattern) is presented and kept active.

(b) ECO training mode - learning is performed when no input pattern is
presented at the input of the ECOS. In this case, the process of further
elaboration of the connections in ECOS is done in a passive learning phase,
when existing connections that store previous input patterns are used as
training examples. The connection weights that represent stored input
patterns are now used as exemplar input patterns for training other modules
in ECOS. This type of learning with the use of ‘echo’ data is called here
ECO training. :

There are two types of ECO training [14, 16]:

@) Cascade eco-training: a new NN module is created in an on-
line mode when conceptually new data (e.g., a new class data)
is presented. This mode is similar to the one from [3]. The
module is trained on the positive examples of this class, plus
the negative examples of the following different class data, and
on the negative examples of previously stored patterns in
previously created modules taken from the connection weights
of these modules.

(ii) Sleep eco-training: modules are created with part of the data
presented (e.g., positive class examples). Then the modules are
trained on the stored data in the other modules’ patterns as
negative examples (exemplars).

ECOS provide explanation information extracted from the structure of the NN

modules. Each case (rule) node can be interpreted as an IF-THEN rule as it is in

the FuNN fuzzy neural network [19-20]. As ECOS are connectionist knowledge-
based systems, important part of their functionality is inserting and extracting rules.

ECOS are biologically inspired. Some biological motivations are given in [ 18].

(9) The ECOS framework can be applied to different types of NN (different neurons,

activation functions etc.) and FS. One realisation of the ECOS framework is the
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evolving fuzzy neural network EFuNN and the EFuNN algorithm as given in [18]
and in section 4. Before the notion of EFuNNs is presented, the notion of the
fuzzy neural networks FuNNs is presented in the next section.

3. Fuzzy Neural Networks FuNNs

Fuzzy neural networks are neural networks that realise a set of fuzzy rules and a fuzzy
inference machine in a connectionist way [10, 13, 19, 23, 29]. FuNN is a particular
fuzzy neural network introduced in [19] and developed in [21]. FuNN is part of a
comprehensive environment called FuzzyCOPE/3 available free on the WWW:
http://divcom.otago.ac.nz/infosci/kel/software/FuzzyCOPE3/main.htm

It is a connectionist feed-forward architecture with five layers of neurons and four
layers of connections. The first layer of neurons receives the input information. The
second layer calculates the fuzzy membership degrees to which the input values
belong to predefined fuzzy membership functions, e.g. small, medium, and large. The
third layer of neurons represents associations between the input and the output
variables, fuzzy rules. The fourth layer calculates the degrees to which output
membership functions are matched by the input data, and the fifth layer does
defuzzification and calculates exact values for the output variables. A FuNN has
features of both a neural network and a fuzzy inference machine. A simple FuNN
structure is shown in fig.2. The number of neurons in each of the layers can
potentially change during operation through growing or shrinking. The number of
connections is also modifiable through learning with forgetting, zeroing, pruning and
other operations [19, 21]. The membership functions (MF) used in FuNN to represent
fuzzy values are of triangular type, the centres of the triangles being attached as
weights to the corresponding connections. The MF can be modified through learning
that involves changing the centres and the widths of the triangles. :

Rule(case)

Fig. 2. A FuNN structure of two inputs (input variables), two fuzzy linguistic terms for each
variable (two membership functions). The number of the rule (case) nodes can vary. Two
output membership functions are used for the output variable.

Several algorithms for training, rule insertion, rule extraction and adaptation have
been developed for FuNN [19, 21]. FuNNs have several advantages when compared
with the traditional connectionist systems, or with the traditional fuzzy systems: they
are statistical and knowledge engineering tools; they are relatively robust to
catastrophic forgetting, i.e. when they are further trained on new data, they keep a
reasonable memory of the old data; they interpolate and extrapolate well in regions
where data is sparse; they accept both real input data and fuzzy input data represented
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as singletons (centres of the input membership functions). The above listed features of
FuNNs make them universal statistical and knowledge engineering tools. Many
applications of FuNNs have been developed and explored so far [19, 21].

4. Evolving Fuzzy Neural Networks EFuNNs
4.1. The EFuNN Principles and Structures

EFuNNs are FuNN structures that evolve according to the ECOS principles. EFuNNs
adopt some known techniques from [3,19, 22], but here all nodes in an EFuNN are
created/connected during (possibly one-pass) learning. The nodes representing
membership functions (MF) (fuzzy label neurons) can be modified during learning.
As in FuNN, each input variable is represented here by a group of spatially arranged
neurons to represent a fuzzy quantisation of this variable. For example, three neurons
can be used to represent "small”, "medium" and "large" fuzzy values of the variable.
Different MFs can be attached to these neurons (triangular, Gaussian, etc.). New
neurons can evolve in this layer if, for a given input vector, the corresponding
variable value does not belong to any of the existing MFs to a degree greater than a
set threshold. A new fuzzy input neuron, or an input neuron, can be created during the
adaptation phase of an EFuNN. An optional short-term memory layer can be used
through a feedback connection from the rule (also called, case) node layer (see fig.3).
The layer of feedback connections could be used if temporal relationships between
input data are to be memorized structurally.

The third layer contains rule (case) nodes that evolve through
supervised/unsupervised learning. The rule nodes represent prototypes (exemplars,
clusters) of input-output data associations, graphically represented as an association of
hyper-spheres from the fuzzy input and fuzzy output spaces. Each rule node r is
defined by two vectors of connection weights — W1(r) and W2(r), the latter being
adjusted through supervised learning based on the output error, and the former being
adjusted through unsupervised learning based on similarity measure within a local
area of the problem space. The fourth layer of neurons represents fuzzy quantization
for the output variables, similar to the input fuzzy neurons representation. The fifth
layer represents the real values for the output variables.

The evolving process can be based on two assumptions, that either no rule nodes
exist prior to learning and all of them are created (generated) during the evolving
process, or there is an initial set of rule nodes that are not connected to the input and
output nodes and become connected through the learning (evolving) process. The
latter case is more biologically plausible. The EFuNN evolving algorithm presented in
the next section does not make a difference between these two cases.

Each rule node (e.g., r1) represents an association between a hyper-sphere from the
fuzzy input space and a hyper-sphere from the fuzzy output space (see fig.4), the
W1(r;) connection weights representing the co-ordinates of the center of the sphere in
the fuzzy input space, and the W2 (r;) — the co-ordinates in the fuzzy output space.
The radius of an input hyper-sphere of a rule node is defined as (1- Sthr), where Sthr
is the sensitivity threshold parameter defining the minimum activation of a rule node
(e.g., r1) to an input vector (e.g., (Xd2,Yd2)) in order for the new input vector to be
associated to this rule node.
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............ O «s««« | Fuzzy outputs

Rule layer

Fuzzy input
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Input layer

Fig.3. An EFuNN architecture with a short term memory and feedback connections

Two pairs of fuzzy input-output data vectors d1=(Xd1,Yd1) and d2=(Xd2,Yd2) will
be allocated to the first rule node r; if they fall into the r; input sphere and in the r,
output sphere, i.e. the local normalised fuzzy difference between Xd1 and Xd2 is
smaller than the radius r and the local normalised fuzzy difference between Yd1 and
Yd2 is smaller than an error threshold Errthr.

The local normalised fuzzy difference between two fuzzy membership vectors dif
and d2f that represent the membership degrees to which two real values d1 and d2
data belong to the pre-defined MF are calculated as D(d1f,d2f) = sum(abs(dif -

- d2f))/sum(d1f + d2f)). For example, if d1£=(0,0,1,0,0,0) and d2£=(0,1,0,0,0,0), than

D(d1,d2) = (1+1)/2=1 which is the maximum value for the local normalised fuzzy
difference. If data example d1 = (Xd1,Yd1), where Xd1 and Xd2 are correspondingly
the input and the output fuzzy membership degree vectors, and the data example is
associated with a rule node r1 with a centre r;', than a new data point d2=(Xd2,Yd2),
that is within the shaded area as shown in fig.4, will be associated with this rule node
too.
Through the process of associating (learning) of new data points to a rule node, the
centres of this node hyper-spheres adjust in the fuzzy input space depending on a
learning rate Irnl and in the fuzzy output space depending on a learning rate 1r2, as it
is shown in fig.4a on two data points. The adjustment of the center r,' to its new
position r,® can be represented mathematically by the chan§e in the connection
weights of the rule node r1 from W1(r,' ) and W2(r,") to W1(r ) and W2(r,2) as it is
presented in the following vector operations:

W2 (r2) = W2(r,") + Ir2. Err(Yd1,Yd2). Al(r,"),
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W1(r)=W1 (r,") + Ir1. Ds (Xd1,Xd2),
where: Err(Yd1,Yd2)= Ds(Yd1,Yd2)=Yd1-Yd2 is the signed value rather than the

absolute value difference vector; Al(ry') is the activation of the rule node r,' for the
input vector Xd2.

Fig.4. Each rule node created during the evolving process associates a hyper-sphere from the
fuzzy input space to a hyper-sphere from the fuzzy output space. Throuh accommodating new
nodes the center of the rule node moves slightly.

The idea of dynamic creation of new rule nodes over time for a time series data is
graphically illustrated in fig.5

While the connection weights from W1 and W2 capture spatial characteristics of the
learned data (centres of hyper-spheres), the temporal layer of connection weights W3
from fig.3 captures temporal dependencies between consecutive data examples. If the -
winning rule node at the moment (t-1) (to which the input data vector at the moment
(t-1) was associated) was ri=indal(t-1), and the winning node at the moment t is
r2=indal(t), then a link between the two nodes is established as follows:

W3r1,r2) ¥ = W3r1,r2) ¢V +1Ir3. A1) ¢V A112) ©,

where: Al(r) ® denotes the activation of a rule node r at a time moment (t); Ir3
defines the degree to which the EFuNN associates links between rules (clusters,
prototypes) that include consecutive data examples (if Ir3=0, no temporal associations
are learned in an EFuNN). - :

The learned temporal associations can be used to support the activation of rule nodes
based on temporal, pattern similarity. Here, temporal dependencies are learned
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through establishing structural links. These dependencies can be further investigated
and enhanced through synaptic analysis (at the synaptic memory level) rather than
through neuronal activation analysis (at the behavioural level). The ratio spatial-
similarity/temporal-correlation can be balanced for different applications through two
parameters Ss and Tc such that the activation of a rule node r for a new data example
dyew is defined as the following vector operations:

Al () = (Ss. D(r, dyey) + Te.W3(r &1, 1))

where: f is the activation function of the rule node r, D(r, d,.,) is the normalised fuzzy
1)

difference value and r
A Output

is the winning neuron at time moment (t-1).

Input data
over time

>

Fig.5. The rule nodes in an EFuNN evolve in time depending on the similarity in the input data

Several parameters were introduced so far for the purpose of controlling the
functioning of an EFuNN. Some more parameters will be introduced later, that will
bring the EFuNN parameters to a comparatively large number. In order to achieve a
better control of the functioning of an EFuNN structure, the three-level functional
hierarchy is used here as defined in section 2 for the ECOS architecture, namely:
genetic level, long-term synaptic level, and short- term activation level.

At the genetic level, all the EFuNN parameters are defined as genes in a
chromosome. These are:
(a) structural parameters, e.g.: number of inputs, number of MF for each of the
inputs, initial type of rule nodes, maximum number of rule nodes, number of MF for
the output variables, number of outputs.
(b) functional parameters, e.g.: activation functions of the rule nodes and the fuzzy
output nodes (in the experiments below saturated linear functions are used); mode of
rule node activation ("one-of-n", or “many-of-n”, depending on how many activation
values of rule nodes are propagated to the next level); learning rates Irl,lr2 and 1r3;
sensitivity threshold Sthr for the rule layer; error threshold Errthr for the output layer;
forgetting rate; various pruning strategies and parameters, as explained in the EFuNN
algorithm below.

4.2, The EFuNN algorithm
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The EFuNN algorithm has been first presented in {18]. A new rule node rn is
connected (created) and its input and output connection weights are set The EFuNN
algorithm, to evolve EFuNNs from incoming examples, is based on the principles
explained in the previous section. It is given below as a procedure of consecutive
steps. Vector and matrix operation expressions are used for the sake of simplicity of
presentation.

1. Initialise an EFuNN structure with a maximum number of neurons and no (or zero-
value) connections. Initial connections may be set through inserting fuzzy rules in the
structure. If initially there are no rule (case) nodes connected to the fuzzy input and
fuzzy output neurons, then create the first node rn=1 to represent the first example dl
and set its input W1(rn) and output W2(rn) connection weight vectors as follows:

<Create a new rule node rn>: W1(rn)=EX; W2(rn ) = TE, where TE is the fuzzy
output vector for the current fuzzy input vector EX.

2. WHILE <there are examples in the input stream> DO

Enter the current example (Xdi,Ydi), EX denoting its fuzzy input vector. If new
variables appear in this example, which are absent in the previous examples, create
new input and/or output nodes with their corresponding membership functions.

3. Find the normalised fuzzy local distance between the fuzzy input vector EX and
the already stored patterns (prototypes, exemplars) in the rule (case) nodes
rj=rl,12,...,rn

D(EX, 1j)= sum (abs (EX - W1(j) ¥/ 2) / sum (W1(j))

4. Find the activation A1 (1j) of the rule (case) nodes rj, rj=r1:rn. Here radial basis
activation function, or a saturated linear one, can be used, i.e.

A1l (1j) = radbas (D(EX, rj)), or Al(1j) = satlin (1 — D(EX, 1j)).
The former may be appropriate for function approximation tasks, while the
latter may be preferred for classification tasks. In case of the feedback variant
of an EFuNN, the activation is calculated as explained above:

Al (rj) = radbas (Ss. D(EX, 1j) - Tc.W3), or
A1(j) = satlin (1 - Ss. D(EX, rj) + Tc.W3)..

5. Update the pruning parameter values for the rule nodes, e.g. age, average
activation as pre-defined in the EFuNN chromosome.

6. Find all case nodes rj with an activation value Al(rj) above a sensitivity
threshold Sthr.

7. If there is no such case node, then <Create a new rule node> using the procedure

from step 1.
ELSE
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8. Find the rule node indal that has the maximum activation value (e.g.,
maxal).

9. (a) in case of "one-of-n" EFuNNSs, propagate the activation maxal of the
rule node indal to the fuzzy output neurons.
A2 = satlin (Al(indal) . W2(indal)

(b) in case of "many-of-n" mode, the activation values of all rule nodes that
arc above an activation threshold of Athr are propagated to the next
neuronal layer (this case is not discussed in details here; it has been further
developed into a new EFuNN architecture called dynamic EFuNN, or
DEFuNN) .

10. Find the winning fuzzy output neuron inda2 and its activation maxa2.

11. Find the desired winning fuzzy output neuron indt2 and its value maxt2.

12. Calculate the fuzzy output error vector: Err=A2 - TE.

13. IF (inda2 is different from indt2) or (D(A2,TE) > Errthr ) <Create a

new rule node>

ELSE

14. Update: (a) the input, (b) the output, an (c) the temporal connection

vectors (if such exist) of the rule node k=indal as follows:

(a) Ds(EX,W1(k)) =EX-W1(k); W1{k)=W1(k) + Irl Ds(EX W1(k)), where
Irl is the learning rate for the first layer;

(b) W2(k) = W2 (k) + Ir2. Err. maxal, where Ir2 is the learning rate for the
second layer;

(©) W3(1Lk)=W3({k)+Ir3. Al1(k).A1(1) “, here 1 is the winning rule neron
at the previous time moment (t-1), and A1(1) &1 s jts activation value
kept in the short term memory.

15. Prune rule nodes j and their connections that satisfy the following fuzzy pruning
rule to a pre-defined level:

IF (a rule node rj is OLD) AND (average activation Alav(rj) is LOW) and (the
density of the neighbouring area of neurons is HIGH or MODERATE (i.e. there are
other prototypical nodes that overlap with j in the input-output space; this condition
apply only for some strategies of inseting rule nodes as explained in a sub-section
below) THEN the probability of pruning node (rj) is HIGH

The above pruning rule is fuzzy and it requires that the fuzzy concepts of OLD,
HIGH, etc., are defined in advance (as part of the EFuNN’s chromosome). As a
partial case, a fixed value can be used, e.g. a node is OLD if it has existed during the
evolving of a FuNN from more than 1000 examples. The use of a pruning strategy
and the way the values for the pruning parameters are defined depends on the
application task.

16. Aggregate rule nodes, if necessary, into a smaller number of nodes (see the
explanation in the following subsection).
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17. END of the while loop and the algorithm

18. Repeat steps 2-17 for a second presentation of the same input data or for an ECO
training if needed. '

ECOS, and EFuNNs in particular, allow for different learning strategies to be
experimented, depending on the type of data available and on the requirements of the
learning system. Several of these are introduced and illustrated in [17, 18]. They are:

o Incremental, one-pass learning: Data is propagated only once through the EFuNN.

e Incremental, multiple-pass learning: Consecutive passes of data on evolved
EfuNNs, are performed '

Using positive examples only

Cascade eco-learning

Sleep eco-training: Different modules evolve quickly to capture the most important
information concerning their specialised functions (e.g., class information). The
modules store exemplars of relevant for their functioning examples during the
active training mode. After that, the modules begin to exchange exemplars that
are stored in their W1 connections as negative examples for other modules to

- improve their performance.

Unsupervised and reinforcement learning: Unsupervised learning in ECOS systems
is based on the same principles as the supervised learning, but there is no desired
output and no calculated output error

e Rule insertion and rule extraction: these algorithms allow for insertion of fuzzy

rules in an EFuNN structure at any time of its operation, or extraction of a
minimal set of fuzzy rules (aggregated), that is in general much smaller in size
than the number of the rule nodes.

4.3, EFuNN Simulators

Figure 6 shows the GUI of an EFuNN simulator. EFuNN simulators and MATLAB
functions are available from the WWW site:

http://divcom.otago.ac.nz/infosci/kel/software/FuzzyCOPE3/main.htm.

It is possible to set values for the following parameters: sensitivity threshold SThr,
error threshold Ethr, learning rates Irl and Ir2, number of inputs, number of
membership functions, number of outputs, passes of learning.

The simulation and the testing can be done either in an on-line, or in an off-line
mode. In an on-line mode after learning each input example, the system is tested on
the following input data to locally predict the corresponding output value. After the
output value becomes known this example is learned by the system and the next
output is predicted, etc. This is illustrated in fig.7 on a waste-water flow data hourly
collected (see site http://divcom.otago.ac.nz/infosci/kel/software/datasets/). The task
of the evolved EFuNN is to learn in an-on-line mode and predict the next hour flow
volume, which is shown in the figure.

The off-line mode is similar to the way multilayer perceptrons and other neural
network types for supervised learning are trained and tested. ‘
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Fig.6. The GUI of an EFuNN simulator

5. ECOS and EFuNNs for Adaptive, On-Line, Intelligent Agents
and Systems

Agent-based techniques allow the implementing of modular systems that consist of
independent software modules. These modules can communicate with each other and
with the user by using a standard protocol and they can ’navigate’ in a new software
environment by searching for relevant data, then process the data and pass the results
[28]. Intelligent agents can perform intelligent information processing, such as
reasoning with uncertainties and generalisation. Intelligent agents should be able to
adapt to a possibly changing environment as they work in an on-line mode. Such
adaptation is crucial for mobile robot navigation, or for an adequate decision making
on operations with a dynamically changing data.

A general block diagram of the architecture of an ECOS and EFuNN-based
adaptive, on-line agent is given in fig. 7. It consists of the following blocks:
e Pre-processing (filtering) block for input data (this block checks input data for

consistency; selects appropriate input features and vectors)
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o EFuNN modules that are continuously trained with data in one of the explained in
section 4 modes. Rules can be are inserted at any time of the operation of the
agent.

e A block for decision making/control and communication - this block communicates
with other agents and the environment and sends the results produced by the
EFuNN modules. ‘

e Adaptation block - this block compares the behaviour of the agent with a desired
behaviour over regular periods of time. The error is used to adjust/adapt the
evolving EFuNN modules in a continuous mode. Genetic algorithms can be
applied here or other optimisation procedures [5, 8].

e Rule extraction, explanation block - this block extracts rules from the evolved
EFuNN modules for explanation purposes

[ A(.iantaﬁnn l ¢

L
Pre ) Decision
—P¢ processing —— EFuNN Making
(filtering) modules and >
Control
Inouts
»
Outputs
Y
Rule extraction, e
exnlanation

Fig.7. A block diagram of an ECOS-based agent for on-line, intelligent decision and control

The above general scheme of an intelligent evolving agent is currently being applied
in the Knowledge Engineering Laboratory at the University of Otago to two classes of
problems:
o Intelligent agents on the WWW, for the purpose of: learning from data
repositories; climate prediction; financial decision making;
¢  Mobile robot control.

For solving specific problems from the two generic classes of problems, a repository
of different connectionist, AI and data processing techniques (including different
types of EFuNNs) are organised in a Repository for Intelligent Connectionist Based
InformationSystemsRICBIS (http:/divcom.otago.ac.nz/infosci/kel/software/RICBIS/.
For solving problems from the first class the Voyager environmnet is currently being
experimented for building intelligent agents for ditributed processing on the WWW.
For the second class of applications both sensory and visual information are enabled
to collec and process in an on-line mode with the use of EFuNNs. The experiments
deal with speech, image and text input. The evolving agents, as part of the robot’s
software, evolve in real time for different purposes of recognition of object classes,
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for navigation in a new environment, and for adaptation to new input features. The
experiments are in their initial phase and more results are expected in the near future.

6. Conclusion

This paper discusses the ECOS framework for evolving connectionist systems and for
evolving fuzzy neural networks (EFuNNs) and introduces a framework for building
on-line, adaptive learaing agents and agent-based systems. ECOS have features that
address the major requirements for the next generation of intelligent and adaptive
information systems, such as fast learning (possibly, one pass learning); continuous
on-line incremental learning and adaptation; the possibility of working in a life-long
learning mode; storing information and data for a consecutive improvement and rule
extraction.
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Abstract. A software system for human-robot interaction is described. The soft-
ware is being designed to control a holonic system for flexible manufacturing. Hu-
man-robot symbiosis enables human training of the robot in assembly tasks and fa-
cilitates interaction between robot and person on an assembly line. In this paper:
holonic systems are defined in the context of manufacturing. A general structure for
a holonic manufacturing system that interacts with people is proposed. An agent-
based software architecture, the Intelligent Machine Architecture (IMA), is de-
scribed. IMA permits concurrent execution of software agents on separate machines
in a network while permitting extensive inter-agent communication. Human-robot
interaction is enabled by two software agents in the system, a robot agent and a hu-
man agent. The former encapsulates information about the status of the robot and
performs (or controls the agents that perform) action selection. The latter includes
information about the person necessary for successful interaction and controls the
agents responsible for communication with the person. Human-robot interaction is
then controlled by the interaction between the respective agents. A testbed for ex-
perimentation with this dual agent model is described.

1 Introduction

Researchers in the Intelligent Robotics Laboratory (IRL) at Vanderbilt University are de-
veloping robots that interact closely with human beings for applications both in home and
factory. System integration, a problem with any versatile robot, is further complicated if
the system is to interact with people. To simplify the implementation of such systems the
Intelligent Machine Architecture (IMA) has been developed at the IRL. IMA is an agent-
based software architecture that has been designed specifically to facilitate the integration
of the many diverse algorithms, sensors, and actuators necessary for intelligent interactive
robots. This paper is a description of IMA and a hardware testbed designed for experi-
ments in flexible manufacturing. :
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2 Human-Robot Symbiosis in Flexible Manufacturing

Manufacturing has evolved from an enterprise involving labor and individual skill to a
process of technology-driven mass production. There is a move recently among a signifi-
cant number of companies away from mass production and toward the manufacture of
customized products in small batches - which requires flexible manufacturing [1]. In re-
sponse, the Holonic Manufacturing System project (HMS) was proposed by researchers in
the early 1990s. They were part of a global program called Intelligent Manufacturing
Systems (IMS) sponsored, in part, by the U.S. Department of Commerce. The IMS pro-
gram was formed to advance a technological and organizational manufacturing agenda to
meet the challenges of a global manufacturing environment (www.acims.org). The HMS
was one of the four original projects.

Arthur Koestler in his book, The Ghost in the Machine, coined the term, “holon” to
describe a basic unit of organization in biological and social systems, which he called
“holonic systems™ [2]. It reflects the tendency of holons to act autonomously while, nev-
ertheless, cooperating as self-organizing hierarchies of sub-systems. A holonic manufac-
turing system is, therefore, a manufacturing system autonomous yet cooperative elements.

2.1 Holonic Assembly Robot

An HMS related goal of the IRL has been to use the Intelligent Machine Architecture to
develop a prototype assembly robot, called ISAC, for small-batch manufacturing (sce
http://shogun. vuse.vanderbilt.eduw/CIS/IMS). A subsidiary goal has been to integrate peo-
ple into the system. A person could assist the robot in higher-level perception tasks, or
could provide suggestions for motion planning and coordination. IMA plays a fundamen-
tal role in holonic architectures developed at the IRL, for the agents that comprise the ar-
chitectures are holons in the sense described above. The ISAC robot, with its dual arms
and multifarious sensors, may be adapted to become an assembly holon in an “agile enter-
prise” [3]. An agile enterprise is a type of flexible manufacturing in an open, distributed
environment.

A general architecture for an HMS holon is depicted in Figure 1 [4]. The physical
processing layer is the actual hardware performing the manufacturing operation such as
assembly. Decision making represents the kernel of the holon and provides two inter-
faces: the first for interaction with other holons, and the second for interaction with hu-
mans [5]. IMA holons differ from that general architecture in several, significant ways.
IMA incorporates a two-level logical structure: 1) a high-level, robot-environment model
and 2) a low-level, or primitive, agent-component object model. The logical separation
into primitive agents and component objects allows designers of intelligent machine sofi-
ware to address software engineering issues such as : reuse, extensibility, and manage-
ment of complexity. At the highest level of its holarchy, ISAC (whose control software
was written with IMA) has two holons, the Robot Agent and the Human Agent (See Figure
2). The Robot Agent monitors the internal status of the robot (positions and velocities of
actuators and end effectors, current task, next task, task history, sensory data stream, etc.)
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and controls all actuation and manipulation. The Human Agent monitors a person in the
robot’s environment. It contains information about the person (identity, location, com-
mands given, current interaction status, etc.) and controls the user interface (GUI, speech
I/O, gesture recognition, etc.). Together the two agents enable the robot to interact with
its environment in an anthropocentric manner.

inter-holon | Decision | Human ‘ Information
<+—> interface making interface ¢ > _' g:tcessmg
Physical control -‘ Physical
processing
<+—> Physical processing J part (optional)

Figure 1 : General architecture of a holon as described by Christensen, (1994).

+b

Figure 2: Robot and Human IMA Agents in ISAC

3 The Intelligent Machine Architecture

An intelligent machine or robot must exhibit skills that make it useful in a complex dy-
namic environment. Thus, the development of an intelligent robot involves difficult soft-
ware problems. There are several software design issues involved: the choice of comput-
ing platform, the degree of modularity to use, the extensibility desired, and the division of




45

labor among programmers. In service robots [6}{7)[8}[9], researchers at the IRL have
found software system integration to be a key problem. It was largely to facilitate such
integration that the Intelligent Machine Architecture (IMA) was developed.

The implementation of robot skills requires knowledge of many domains. Therefore,
the timely development of a robot and its software requires a team effort. The integration
of software produced by many programmers increases the complexity of the task. If the
system will run on a set of distributed processors, the robot gains computational advan-
tages of parallelism, scalability, redundancy, and lower cost. However, the software must
be written for parallel distributed processing where communication among concurrently
executing modules is critical.

3.1 Ideas Behind IMA

The Intelligent Machine Architecture (IMA) is a two-level software architecture for rap-
idly integrating the elements of an intelligent machine. The robot-environment level de-
scribes the system structure in terms of a group of primitive software agents connected by
a set of agent relationships. The concepts used for this agent-based decomposition of the
system are inspired by Minsky’s The Society of Mind [10] and object-oriented software
engineering [11]. The agent-object level, describes each of the primitive agents and agent
relationships as a network of software modules called component objects. This separation
of the architecture into two levels allows designers of intelligent machine software to ad-
dress software engineering issues such as reuse, extensibility, and management of com-
plexity, as well as system engineering issues such as parallelism, scalability, reactivity,
and robustness. IMA draws on ideas from many modem robot software architectures in-
cluding Subsumption Architecture [12], AuRA [13], GLAIR [14], ANA [15], and others.
It represents the synthesis of these ideas with those from [16] and [17] into a pattern for
the development of software subsystems of intelligent machines that emphasizes integra-
tion and software reuse.

3.2 Robot-Environment Model

Rumbaugh [11], defined acfors as software agents that have a thread of execution and that
use other agents as resources. He defined servers as software agents that provide re-
sources for other agents. In that context, the lowest level IMA agents, — primitive agents
— are both actors and servers. A primitive agent within IMA has properties that differ-
entiate it from what are most typically called “Agents” in the literature. For example,
some stipulate that agents must be able to reason, hold explicitly represented beliefs,
communicate in formal languages and maximize their own utility [18]{19]. Such capa-
bilities are not essential for the concept of agent as an abstraction to be useful for the de-
velopment of software systems [20][21]. The primary features of an agent that make it
useful are autonomy, proactivity, reactivity, connectivity and resource parsimony.

At the robot-environment level, IMA defines several classes of primitive agents and
describes their primary functions in terms of environmental models, the machine itself, or
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behaviors and tasks developed for the machine (Figure 3). The classifications were in-
spired by an earlier agent-based control software system for intelligent service robots [6]
and by the work of Minsky [10]. Lim [22] and Suehiro and Kitagaki [23] also developed
multi-agent software systems based on ideas from Minsky, but each used a fixed set of
relationship types between all agents. Figure 3 shows how IMA agents are grouped into
several classes, described below.

Sensor agents abstract sensor hardware and incorporate basic sensory processing and
filtering. Actuator agents abstract controlled actuator hardware and incorporate servo
control loops. Environment agents link the robot to its surroundings through mechanisms
that process sensorydata to maintain a suitable abstraction of the environment. Skill agents
encapsulate closed-loop processes that combine sensors and control actuators to achieve a
certain sensory-motor goal. Behavior agents are a simplified subset of highly reactive skill
agents that are suitable for the implementation of safety reflexes for an intelligent ma-
chine. Task agents encapsulate sequencing mechanisms that select skill and environment
agents for invocation in specific order.

Primitive agents serve as the scaffolding for everything the intelligent machine
knows or does. A primitive agent encapsulates a specific element of -the robot, task, or
environment, much like the concept of object in object-oriented systems. For example,
Figure 3 shows IMA agents built to represent the physical resources of our humanoid
robot, as well as behaviors, skills, and tasks. The model of the environment is also devel-
oped as a set of agents that engage in a process of anchoring to maintain coherence with
the world as experienced by the sensor agents.

[T Environment Agent

O skill Agent

Resource Agent

C) Task Agent

Assembly
Task
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Figure 3 : IMA Overview Example
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4. The Robot Agent

The cooperation of human and robot could simplify the solutions of complicated manu-
facturing problems. Needed is a symbiotic working relationship. This presupposes the
interest of the person in the “well-being” of the robot: Is the robot operating properly? Is
it achieving its goals? Symbiosis requires the human to assist the robot when the robot
needs help, whether the robot asks for help, or whether the human takes the initiative and
intervenes.

Tt is possible, of course, for 2 human to monitor and control the robot at the primitive
agent level. However, useful robot software must be distributed among many primitive
agents, and across many computers. Hence direct human control is difficult, even for the
most trivial of robot tasks. Such difficulty increases with the task demands on the robot.
The harder the task, the more difficult it is for a person to provide direct control.

Another problem is action selection. Assuming the robot has a substantial repertoire
of tasks and skills, what should the robot do? It is desired to have the robot perform tasks
locally with as little human assistance as possible, but at some point the person may need
to tell the robot what to do. Again, the person could control each primitive agent to ac-
complish this, but the same objection applies — the approach is too clumsy and incon-
venient, especially when the primitive agents are spread among multiple computers. The
same argument applies to assisting the robot. Ideally, the person would tell the robot, in
general terms, what she wants, and the robot would decide which primitive agents are
necessary for the job, or it would decide how to adjust or set up individual primitive
agents in response to human assistance. :

The solution to the problems of monitoring, action selection, and human assistance is
simplified by dividing the logical structure of the robot control software system into two
parts. All robot-centric information and tasks are encapsulated within a high-level Robot
Agent. All human related information and tasks are encapsulated within a similarly high-
level Human Agent. This simplifies the problems by specifying the interaction between
person and robot can in terms of the interaction between these two agents,

The robot agent maintains knowledge of the robot status and communicates this to
the human. The Robot Agent controls the behavior of the robot according to its internal
state. Quasi emotional models can be defined to describe these states. Breazeal [24] de-
veloped a system to control facial expressions on a robot head based on an emotional
model. Ho [25] proposed an emotional control model based on fuzzy logic. Elliot [26]
discussed a "broad, shallow" model of emotion for artificial agents. An advantage of an
emotional model is that it summarizes the state of the robot in qualitative terms that can
easily be communicated to a person.

The Robot Agent could also use an emotional model to generate expressive behav-
iors that make the robot seem more "alive.” Cassell, et.al. [27] describe a system for gen-
erating gestures, facial expressions, and speech intonation for software agents. Robot
heads, once mainly used for camera platforms, are now being equipped with expressive
hardware such as eyebrows, ears [24], and eyelids [28]. The Robot Agent could also cre-
ate graphical representations of the robot with which a human can interact. Koda and
Maes [29] claim that such personified interfaces for agents help engage the human user.
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The Robot Agent has three major parts as shown in Figure 4: the robot status model,
the interaction handler, and the primitive agent activator. The robot status model creates a
description of the current state of the robot and its constituent primitive agents. The pur-
pose of the model is to give the human a simple, qualitative description of the robot's
status. Another purpose of the model is to provide internal feedback to modify the be-
havior of the robot. The interaction handler cooperates with the human agent to inform
the human of the robot's status and to get commands from the human. This subsection
interprets human input to determine the human's goals and decides which of the robot's
primitive agents are appropriate to achieve those goals. The primitive agent activator
controls the primitive agents in the robot. These primitive agents are the tasks and skills
that the robot can perform. The activator assigns a numerical value, called the activation
level, to each primitive agent (similar to the concepts discussed in Bagchi [30] and Maes,
[31]. The activation level for each agent is adjusted by the interaction handler based on
the input from the human, and also by feedback from the robot status model. If a primi-
tive agent's activation level crosses a threshold, then that agent will become active, and
will perform its task.

To Human Agent To Robot Agent

4 4 A »\

Detector
Robot  State .
PA Activator
\ / & v >/

To Primitive Agents To Primitive Agents

Figure 4 : The Robot Agent (left) and the Human Agent (right)..
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5. The Human Agent

The Human Agent encapsulates all information known about the person within the robot.
This is done to define the interaction between person and robot in terms of the interaction
between the Human Agent and the Robot Agent in the software control system. The hu-

_ man agent is a high-level agent in IMA that monitors the human workers in the robot's

environment. The Human Agent acts as both an object and an actor in the environment.
When a task involves human-robot interaction, the human periodically becomes the object
of the robots attention. Moreover, it is generally useful for the robot to know if a human
is present, even when the task objective does not directly involve the person. The pres-
ence of a human can indicate a need for the robot to modify its behavior for safety and
other reasons. A human in the environment also may desire to independently redefine the
task of the robot, so the robot’s intelligence should allow for this communication. There-

- fore, The Human Agent is an agent that allows the human the ability to communicate the

need for control, while frecing the robot to be autonomous.

5.1, Human Agent Structure

This section describes the Human Agent and its makeup. The Human Agent has three
major parts as shown in Figure 4: the human detector, the human identifier, and the hu-
man monitor. These agents facilitate a natural interaction between person and robot.

Human Detector

This agent allows the robot to detect that people are in its environment. This involves the
integration of several primitive agents that are tuned to specific human actions or features.
Technologies for detecting people include infrared sensing, vision, and audition. Infrared
sensors alert the robot of proximal warm bodies. Face detectors operate on a video image
stream to find a combination of skin colors and facial features in a correct configuration.
Speech recognition algorithms detect the presence of speech in an audio stream. Each of
these detection modes is sensitive to a different environmental cue provided by a person.
The weakness of one detection mode is strengthened by the support of another sensor de-
pending on the circumstances. Together the several detectors reliably detect the presence
of a person. ’ :

Human Identifier

When the presence of a person is detected, the identification of that person requires addi-
tional processing. Features that can be quantified distinctly are combined to form a fea-
ture set. The feature set can be quantified as a vector in a vector space. A set of known
individuals can be acquired and stored in the space. Then the identification of a detected
person is done by projecting the feature vector onto the space and selecting the closest
preset vector. If the distance is too great, the ID agent can determine that the person is
unknown to the robot. For example, Fourier descriptors of speech sounds and facial-
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feature relative-position metrics computed from imagery can be combined into an ID
vector.

Human Monitor

The robot uses the Human Agent to monitor a person in its vicinity. All information re-
garding the person is encapsulated within this agent. The Human Monitor is the primitive
agent responsible for monitoring a detected person. The agent monitors the person’s lo-
cation and current “intention.” Localization and tracking algorithms [32] allow the robot
to keep up with the human and update the Current Location feature. “Watching” the hu-
man includes tracking visual characteristics of humans, such as hands and faces. Moni-
toring also includes detecting changes in position through infrared sensing. In addition to
monitoring location and physical properties of the human worker, the Human Agent
monitors the human’s intention, which is a key concern for the intelligent robot.

The Current Intention feature is updated from the information communicated by the
human and is an internal representation of the human's current intention. This includes
information such as the person does not want the robot's attention, or the person has re-
cently asked the robot to perform a particular task. When the Human Agent detects that
the person has asked ‘the robot to do something, the command is passed to the Robot
Agent.

The Human Agent receives input from the person to determine if there is relevant in-
formation being conveyed. The most widely used interaction between people is speech,
followed by text and simple gestures. The speech recognition engine is used to process
the human vocal patterns to determine the words spoken to the robot. Using key words or
phrases, the robot can be trained for interaction in certain environments. As importantly,
speech recognition also can be sensitive to particular words and phrases to be used as
emergency commands. This ability to override or interrupt the robot is essential when
machines are working closely with humans.

Another technology that fosters communication is ﬁnger point tracking, This is used
in a situation where a physical, spatial indicator is used to eliminate ambiguity in textual
communication. For example, pointing to a particular object while giving a more general
command, “pick that up,” can allow clarity when several objects are present. At a higher
level, the hand information can be combined with tracking to interpret gestures that con-
vey information

6. Demonstration System

The dual-agent, human-robot interaction control software is continually being modified to
improve it. This requires experimentation with a working robot. Experimentation in real
time uncovers errors and omissions not only in the software but also in design concepts.
Simulation of such complex activity is not parsimonious. It is less costly to build the ro-
bot, implement the software and test the interaction with different people. Thus, we have
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developed ISAC-III, a dual arm humanoid robot with active sensors that is controlled by a
network of PCs running IMA agents under Windows NT 4.0.

6.1 Testhed

The humanoid robot hardware comprises a pair of 6-degree-of-freedom arms, a multi-
fingered, anthropomorphic hand with haptic sensors, a Greifer gripper, two 6-axis force-
torque sensors at the arms’ wrist joints, an active, stereo, color vision system with pan, tilt,
and verge control, digital audio input and output, a chest-mounted CRT for graphical out-
put, and an infrared motion detection array (figure 6).

The robot arms are pneumatically actuated by McKibben artificial muscles. These
are low-power, lightweight, and naturally compliant — characteristics that make the arms
ideal for close contact with people. The arms are controlled by a PC expansion card de-
signed at the IRL. The four fingered, anthropomorphic hand was designed at the IRL and
is pneumatically actuated (but with pistons, not McKibben muscles). This "PneuHand" is
mounted on the right arm, the Greifer, on the left. The fingers of the PneuHand have
force-sensing resistors and the palm has an infrared proximity sensor. The camera head is
a Directed Perceptics pan/tilt unit on which has been mounted an IRL designed sterco
vengeance platform. This platform holds two color CCD cameras and two motor-
controlled eyebrows.

6.2 Human-Robot Interaction Demo

To demonstrate the use of the Human Agent and the Robot Agent, and to test the interac-
tion between a person and ISAC, a simple interaction was set up. On the request of the
person, ISAC reaches out to grasp an object held by the person. Once the object is
grasped, the person indicates, through either speech or gesture, into which of two bins the
robot should place the object. Figure 5 shows the agents used and their interactions.
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Figure 5 : Software agent network for human-robot interaction.

The camera head and arm hardware are controlled by actuator primitive agents,
namely CameraHead and RightArm. These primitive agents interface to the robot hard-
ware. They accept motion commands from other primitive agents and using an arbitration
mechanism compute a final result that is sent to the hardware. They also provide other
primitive agents with information on the state of the hardware (e.g., encoder angles).

The SpeechRecognition primitive agent uses a freely available speech recognition
engine. It provides parsed text to the Human Agent and the digitized speech sound to the
SpeakerIdentification primitive agent. The TextToSpeech agent accepts text strings from
the Robot Agent and generates speech output.

The Speakerldentification primitive agent uses information from SpeechRecogni-
tion, in this case the wave data captured from the robot's microphone. The wave data that
corresponds to the newly spoken utterance is processed and mainpulated in the frequency
domain, and compared to that of known speakers. The success or failure of the identifica-
tion procedure, and the name of the speaker (if identified), is sent to the Human Agent.

Human detection is done using color image tracking and a template-based face de-
tection algorithm [32][33]. The ColorImageCapture primitive agent interfaces to a pair of
color frame grabbers. These provide 320x240 pixel color images at 15 frames/sec. These
images are sent to primitive agents which subscribe for updates, namely the SkinTone-
Tracking, FingerPointing, and FaceDetection primitive agents.

The SkinToneTracking primitive agent performs segmentation on the images. The
median of the foreground pixels inside a subwindow of the image is computed and its
image coordinates are used to compute a desired velocity for the camera head angles.

The FaceDetection primitive agent also uses segmented images to find candidate re-
gions to perform its detection algorithm. The algorithm returns the image coordinates of a
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point between the eyes of the detected face. The SkinToneTracking primitive agent can
use these coordinates to reset its tracking subwindow.

The FingerPoint primitive agent locates the best estimate of the location of the tip of
a single extended finger. A skin tone segemented image is projected in several directions
and compared with a finger-shaped template. The best match is then translated into image
coordinates to represent the fingertip and the location and estimate of direction are sent to
the Human Agent. ,

The PneuHand primitive agent controls the hand hardware, setting the pressures in
the actuator cylinders and reading the FSR values. In addition, PneuHand also imple-
ments a reflexive grasp behavior. When the proximity sensor in the palm detects an ob-
ject, the fingers close. This behavior can be activated or deactivated by signals from other
agents.

A primitive agent called DiagnosticTask moves the arms and camera head to pre-
-defined positions to make sure the hardware and actuator primitive agents are working. It
sends a signal to PneuHand to open and close the hand and checks the hand sensor input
to determine if the actions were successful.. The Robot Agent activates DiagnosticTask
when it initializes, and possibly later, if the robot is unoccupied. If the diagnostic tests are
successful, DiagnosticTask gives a positive contribution to the Robot Agent’s internal
model; otherwise, it gives a negative contribution.

An environment primitive agent, Bin, is used to encapsulate the robot’s knowledge
about the destination bins. It also uses information from the Human Agent to determine
which bin the human has indicated. If Bin is unable to determine which bin the human is
indicating, it will give a negative contribution to the Robot Agent’s internal model, caus-
ing the Robot Agent to ask the human for assistance.

The HandoffTask primitive agent is activated by the robot agent. It sends a com-
mand to Softarm to extend the arm toward the human, and sends a command to PneuHand
to enter the auto-grip state. When the PneuHand closes on an object, HandoffTask sends
a command to Bin to send the location of the correct bin to Softarm. When the bin is
reached, HandoffTask sends a command to PneuHand to open. If the task of taking the
object and placing it in the bin is not completed within a certain time limit, HandoffTask
will HandoffTask will gives a negative contribution to the Robot Agent’s internal model;
otherwise, it gives a positive contribution.

The Robot Agent activates the task agents and monitors their performance. It also
determines the robot's reaction to the human. If no human is present, the Robot Agent has
nothing to do, except run the DiagnosticTask from time to time. If a human is present, the
Robot Agent will follow the human's instruction. Since the robot can really only perform
one useful task, i.e., HandoffTask, it need only understand communication which relates
to this task. For example, the robot may act on spoken phrases from the human such as
"Here," or "Take this," but not phrases such as "Pickup the wrench.”
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Figure 6 Interaction between ISAC and a person.

The Robot Agent's internal model consists of two variables. These variables repre-
sent the robot's degree of success and confusion, respectively. These variables affect the
robot's interaction with the human and the actions taken by the robot. DiagnosticTask and
HandoffTask contribute to the success variable; when these primitive agents achieve their
goals, they increase the success measure; conversely, when they fail they decrease it. Bin
increases the confusion variable when it cannot determine which bin the human is indi-
cating. The Robot Agent's interaction handler will also increase the confusion variable
when it receives input from the Human Agent which it does not understand. Should the
success value drop below a threshold, or the confusion rise above a threshold, then the
Robot Agent will ask the human for help.

7 Conclusion

Human-robot interaction can be facilitated with an agent-based software control system.
A Robot Agent, which encapsulates robot status and tasks, is programmed to communi-
cate with a Human Agent that actively monitors the person with whom the robot is to in-
teract. Information and/or commands from the person are processed by the Human Agent
and sent to the Robot Agent which determines what, if any, action to perform. The Robot
Agent either initiates the appropriate action agents or queries the Human Agent for addi-
tional information. In the latter case, the Human Agent constructs a graphical, verbal, or
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gestural query to present to the person. Some parts of this query, in particular gestures,
would be sent back to the Robot Agent for planning and execution. The physical interac-
tion between person and robot is the outward manifestation of the interaction between the
two software agents. A dual arm humanoid, ISAC-III, and an agent-based software ar-
chitecture, IMA, have been designed and implemented at the IRL. These comprise a
working system (not a simulation) that has permitted researchers to design and test the
dual agent model. Successful tests have been performed but much experimentation and
development remains to converge on agent designs that are robust and widely useful.
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Abstract. The quality index is a measure for determining the geometry
stability of parallel platform type manipulators. It is defined as a dimensionless
ratio which takes a maximum value of 1 at a central configuration that is
shown to correspond to the maximum value of either the determinant of the
Jacobian matrix for non-redundant parallel manipulators or the square root of
the determinant of the product of Jacobian matrix by its transpose for the
redundant parallel manipulators. For both cases the Jacobian matrix is none
other than the normalized coordinates of the leg lines. It is shown that the
quality index can be used as a constructive measure of not only acceptable and
optimum design proportions but also an acceptable operating workspace (in the
static stability sense). This information is valuable for the practical design and
control on both non-redundant and redundant parallel manipulators.

1. Introduction

Parallel manipulators have been the subject of much investigation due to their
inherent advantages of load carrying capacity and spatial rigidity compared to serial
manipulators. However, the complexity of the kinematics of the parallel
manipulators makes it more difficult for a designer to determine a set of kinematic
and geometry parameters which will efficiently produce prescribed performances.
Indeed, the behavior of parallel manipulators is far less intuitive than that of serial
manipulators. The geometrical properties associated with singularities, for example,
may be much more difficult to identify directly [1]. Therefore, more systematic
analysis and optimization tools are needed in order to make parallel manipulators
more accessible to designers. At this time a designer still has little information
available to assist him to

(a) choose the relative sizes of the fixed and moving platforms,

(b) locate the positions of the centers of the six spherical joints in the base and

the six centers in the moving platform,
(c) determine an optimum position which would be an ideal ‘center’ location of
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the workspace,

(d) determine acceptable ranges of pure translations of the platform parallel to the
x, y, and z axes for which the platform is stable, i.e. not too close to a
singularity,

(e) determine acceptable ranges of pure rotations about the x, y, and z axes for
which the platform is stable,

(f) determine the ranges of leg displacements.

This is why the quality index was proposed.
The quality index was defined initially for a planar 3-3 in-parallel device by the
dimensionless ratio [2]

_ IdetJl
ldet | M

where J is the 3x3 Jacobian matrix of the normalized coordinates of the leg lines.
Following this it was defined for a 3-3 octahedral in-parallel manipulator [3]. For
that case J is the six-by-six matrix of the normalized coordinates of the six leg
lines. For these fully symmetrical non-redundant parallel manipulators the quality
index takes a maximum value of A = 1 at a central symmetrical configuration that
is shown to correspond to the maximum value of the determinant of the six-by-six
Jacobian matrix (det J = det J,) of the manipulator. When the manipulator is
actuated so that the moving platform departs from its central configuration, the
determinant always diminishes, and, as is well known, it becomes zero when a
special configuration is reached (The platform then gains one or more uncontrollable
freedoms).
The quality index' was extended for redundant manipulators in [4] by

yT
A = det JJ @

N detg, g7

This makes complete sense since by the Cauchy-Binet theorem
detJJT=A2+Al+.+A]  has geometrical meaning. Each A, is simply the
determinant of the 6x6 submatrices of J which is a 6xn matrix. Clearly when n =
6, (2) reduces to (1). It has been shown using the Grassmann-Cayley algebra (White
and Whiteley [S]) that, for a general octahedron, when the leg lengths are not
normalized, det J has dimension of (volume)® and it is directly related to the
products of volumes of tetrahedra which form the octahedron. In this way det J and
detJJ T have geometrical meaning.

We mention in passing the work of Cox [6]} and Duffy {7]; both of which cover
special configurations of planar motion platforms. McAree and Hunt [8] go into
considerable detail for the general octahedral manipulator, its special configurations
being described in the context of other geometrical properties. Many papers have
been published on the optimal design of parallel manipulations (see for example
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Gosselin and Angeles [9, 10], Zanganeh and Angeles [11]).
Zanganeh and Angeles [11] point out that there are problems with quantities

.such as condition number due to the inherent inhomogeneity of the columns ‘of the

Jacobian, J. This is precisely why equation (1) was adopted as an index of quality
rather than other well-established methods (found in books on theory of matrices
and linear algebra) that lead, via norms, or diagonalization and singular values, and
so forth, to properties that relate to ‘conditioning’. All such methods are implicitly
based on the presumption that a column-vector, say, of a six-by-six matrix can be
treated as a vector in R°. However, the six elements in the column of a typical
robot Jacobian are the normalized coordinates of a screw (almost always of zero
pitch, ie. a line); in a metrical coordinate frame three of them are dimensionless
and three have dimension [length], such a length being the measure of the moment
about a reference point of a unit force. The column is in general made up of two
distinct vectors each of them in R, For the legs of the octahedral manipulator there
is no possibility of the removal of all the length dimensions from their coordinates;
even the adoption of some artificial length unit fails, simply because a moment can
never be converted to a pure force.

In this paper we make a comparable study of the quality index between non-
redundant parallel manipulators and redundant parallel manipulators. An octahedral
manipulator is used first to show the way to get the quality index for non-redundant

' manipulators. Then, a redundant 4-4 parallel manipulator is analyzed. The analyses

yields the following important and simple design criteria:

(i) For an octahedral manipulator the determinant is a maximum when the
platform equilateral triangle is half the size of the base triangle and the
perpendicular distance between platform and base is equal to the side of the
platform triangle.

(ii) For a redundant 4-4 parallel manipulator the quality index for a platform of

side a to be a maximum, the base has side {/2a¢ and the perpendicular

distance between the platform and the base is a//2.

Finally, the implementation of the quality index and the comparison between the
non-redundant octahedral manipulator and the redundant 4-4 parallel manipulator are
shown. The results of this paper and those of [2, 3, 4] provide a proper foundation
for the design of parallel manipulators based on firm geometric principles.

2. The Quality Index for a Non-redundant Octahedral Manipulator

Fig. 1 illustrates the plan view of a 3-3 non-redundant octahedral manipulator with
an equilateral triangular base of side b, and an equilateral triangular moving platform
of side a. The moving platform is parallel to the base and has a distance & from it.
The six legs AE, AF, BF, BG, CG, and CE have ball-joints at their ends and linear
actuators to vary their lengths.
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Fig. 1 Plan view of a non-redundant
3-3 parallel manipulator

Firstly, it is necessary to determine the Pliicker line coordinates of the six legs
of the platform under consideration. The Pliicker coordinates for the line joining the
points with coordinates (x,, y,, z;) and (x,, y,, 2,) were elegantly expressed by
Grassmann by the six 2x2 determinants of the array

1 x y 21]

: 3
1L x 5 g
where the direction ratios of the line are
1 x 1 y 1 z
= , = , N-= , @)
1 x, 1 y, 1 gz
and the moments of the line segment about the three coordinate axes are
h o4y 4L XN 1N
- ., Q- . R= : ©)
Y2 & L X X Y :

The (x, y, 2) coordinates of the points A, B, C, E, F and G are determined with
the origin of a fixed coordinate frame placed at the center of the base triangle EFG,
and then
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A R,

E(_k-ﬁéoJ f{z-@_o] 0@0)
2 6 ’ 2 6 ’ 3 ’

Counting the 2x2 determinants of the various arrays of the joins of the pairs of
points AE, AF, BF, BG, CG, and CE yields the normalized Jacobian matrix of the
six lines now all reduced to unit length which can be expressed in the form

©®

b b ab a -a ba
2 2 2 2 2 2
Y3(b-20) 3(b-2a) y3(a+b) yB3(a-2b) y3(a-2b) y3(a+b)
6 6 6 6 6 6
h h h h h h
1
detJ=F _y3bh _\3bh \3bh \3bh y3bh V3bh |- (D
6 6 6 3 3
bh _bh _bh 0 0 bh
2 2 2 2
y3ab _ y3ab y3ab _y3ab \3ab _y3ab
6 6 6 6 6 6

Conveniently, here, the normalization divisor is the same for each leg, namely the
leg length, | = AE = AF = BF = BG = CG = CE, and for every leg

| = L?*+M?*+N? = \J%(az—ab+b2+3h2) . ®
Expansion of (7) and inclusion of (8) leads to
33,373
\det 1 = ——2Y3a’6%h ..
4 az—c'z?’b+b2+h2) ©)

Dividing above and below by #’ yields
3y3a°b3

IdetJI = 5

10

az-ab+b2+h | 10
3h
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Differentiating the denominator with respect to # and equating to zero (to get a
minimum or maximum value) yields

h=h = ,l-;-(a2—ab+b ), an

which is now substituted in (9) to give the expression for the maximum of Idet JI,
namely

27a°%p3
3’ (12)
32la2-ab+b?)?

detJ1,, =

Substituting b=vya into (12) and dividing above and below by y yields

27 a3

IdetJl,, = >
1 1); o 3)

32 1-—+—
Y ¥
The absolute maximum value of IdetJl, , namely IdetJl . , is obtained by taking
the derivative of the denominator of (13) with respect to y which yields

(3

whence we obtain a further condition, namely

max *

Qo

Yy===2. (15)

This octahedron is, therefore, at maximum quality-index configuration as it is
shown in Fig. 2, and the distance from the base to the platform is, from (11), h=a.
Now, from (13)

IdetJ, | = IdetJ] = 34!&3. (16)
The volume of the octahedron of Fig. 2 is
V= ﬁh(mb)2 amn
12
and when b=2a and h=a,
V= -34_'/§a3 = IdetJ | (18)

Now the interpretation of IdetJ,,| (16) is clear. It is simply the volume of the

particular octahedron with moving platform sides a, base sides 2a, and distance
between platform and base a (Fig. 2).
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Fig. 2 The optimum octahedral manipulator
with the highest quality index

Finally, the quality index for this non-redundant octahedral manipulator can be
obtained by using (1) and will be implemented later in the paper.

3. The Quality Index for a Redundant 4-4 Parallel Manipulator

A redundant 4-4 in-parallel manipulator, as shown in Fig. 3, has a square platform
of side a and a square base of side b connected by eight legs. The moving platform
is parallel to the base with a distance A. This manipulator is said to be redundant
since all eight legs are actuated.

The coordinates of the points A, B, C and D in the platform and E, F, G, and
H in the base are determined with the origin of a fixed coordinate system placed at
the center of the square base, and then

) qzeddaddz.)
{359 A5 29 A5 2 {329

Also counting the 2x2 determinants of the various arrays of the joins of the pairs
of points AE, AF, ..., DE yields the normalized Jacobian matrix of the eight lines
now all reduced to unit length which can be expressed in the form

(19)



Fig. 3 Plan view of a redundant

4-4 parallel manipulator
b b yBab b b -flarb Jia-b -JIa+h]
2 2 2 2 2 2 2 2
~V2a+b —f2a+b b  2a-b 2a-b b b b
2 2 2 2 2 2 2 2
N h h h h h h h
T=7| bh b bh bh bh bh bk _bh |- Q0)
2 2 2 2 2 2 2 2
Sho bh bh bk bh bh bbbk
2 2 2 2 2 2 2 2
V2ab  _y2ab _yZab 2ab _2ab 2ab Zab _\/2ab
| 4 4 4 4 4 4 4 4 |

Here, for convenience, the device is in a symmetrical position so that the
normalization divisor is the same for each leg, namely the leg length | = AE = AF
= BF = BG = CG = CH = DH = DE, and for every leg

I = L2+M?+N? = \J-;-(az—ﬁab+b2+2h2) . @21

From equation (20), the determinant of the product JJ T turns out to be
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detJJT=—

22
12|10 -c, 0 2b%* 0 @2)

where
¢; = 2@*~/2ab+b? and c, = bh(2b—/2a)

Expansion of (22) and inclusion of (21), then extracting the square root yields

31.3:.3
At gJT = 322’ (23)

(a®-y/2ab+b2+2h?°

Rewriting (23) by dividing above and below by #*. Then, differentiating the
denominator with respect to k and equating to zero we obtain a maximum value of

height h,
h=h = ||—;-(az—\/§ab+b2), 4)

which is now substituted into (23) to give the expression for the maximum of

g/detJ J 7, namely

313
(aetg I, = —24 25
(2-y2ab b7
Substituting b = y a into the above equation and dividing throughout by y* gives

3

(/aet I, = — 24 .
(I_ILL]E (26)

Y 4

Taking the derivative of the denominator of (26) with respect to y and then equating
to zero yields

Y=§=\/§ @7
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Therefore, when b=y2a, and then from (24) h=(y2/2)a, the 4-4 redundant

manipulator is at maximum quality index configuration as shown in Fig. 4. Now
from (26),

(dets, 1T = (/eI T, = 4/24°, (28)

where J,, denotes the Jacobian matrix for this configuration.

Fig.4 The optimum 4-4 redundant manipulator
with the highest quality index

It is interesting to compare Fig. 2 and Fig. 4 and note the similarity between these
two optimal configurations. Finally, the quality index for this redundant 4-4
manipulator can be obtained by using (2).

4. The Implementation of the Quality Index

The quality index A = IdetJl/IdetJ,,| for the octahedral manipulator can, from (9)
and (12), be expressed in the form
\ - 8h3h)

= __(h?+h;)3 , (29)
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It is most interesting to note that for the redundant 4-4 parallel manipulator, from
(23) and (25), the quality index A = \/(det JJ D/(det I JmT ) is identical to A for

the octahedron platform expressed in (29). Hence A is a function only of the height
ratio & = h/h, for both cases and

3
no_ 8 __ 8

G+ lp @+ (30)
o

A plot of ¥ vs. 8 is shown in Fig. 5.
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Height Ratio 8= h/h,
Fig. 5 Quality index vs. height ratio 8 = h/h,,

Fig. 6 shows the contours of quality index as the platform of the redundant 4-4
parallel manipulator is translated away from the central location parallel to the base
when h/h, = 1. The side of the moving platform for the octahedral manipulator is
chosen as a = 1 and, from (15), the base side b = 2. The side of the platform for
the redundant 4-4 manipulator is chosen as @ = 1 and from (27) the base side b =
ﬁ . The contours are labeled with values of constant quality index. When x or y is
infinite, ¥ = 0. The contours are close to being concentric circles of various radii,
especially for the octahedral case.

Fig. 7 illustrates how the quality index varies as the platform is rotated from its
central location about a vertical axis through its center, the legs being adjusted in
length to keep the platform in the xy plane. Both two manipulators have the highest
quality index A =1 when 0 = 0, and A = 0 when 6 = x 90 degrees. The area below
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the curve of octahedral manipulator is just a little larger than the curve for the
redundant case. They have very similar workspaces under these conditions.

1.5
1.0 -
1.0 1
0.5
0.5 1
0.0 1 0.0 1
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0.5 -
-1.0 -
i ; -1.0 4
-1.5 T T 1
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(a) 3-3 octahedral manipulator (b) Redundant 4-4 parallel manipulator

Fig. 6 Contours of quality index for translations in the xy plane
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Fig. 7 Variation in quality index

Fig. 8 Variation in quality index for
for rotation about the z axis

rotation about the x and y axes

Fig. 8 illustrates the variation of the quality index for rotation about the x and
y axes. Rotation about any line in the xy plane passing through the origin are simply
linear combination. As the octahedral manipulator is not fully symmetric about x and
y axes, its rotations about these two axes are not same. For the 4-4 manipulator,
since it is fully symmetric, it has the same curve for the rotation about these two
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axes. It is interesting to note that for the redundant 4-4 manipulator A # 0 between
+90 degrees as A = 0 is the case for the octahedral manipulator (see Fig. 8).
Finally it is interesting to compare equation (9) for the octahedron with equation

(23) for the 4-4 redundant manipulator. Fig. 9 illustrates the variation 1/det JJ T with
h for the 4-4 redundant manipulator optimum design @ = 1 and b = /2. This is

compared with a size of octahedron using (9) for a = 1 and b = 2, the optimum
design and is labeled Idet J1,,. However, it is most interesting to note that if the

moving platform both have the same area then for comparison with det JJ T for

the octahedron a = 2/3"* =1.52, b = 4/3"* = 3.04 and the curve is labeled Idet J'I
which is a more realistic base for comparison.
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Fig. 9 Comparison with the octahedral manipulator

5. Conclusion

A quality index, A, see equation (1) for non-redundant parallel manipulators and
equation (2) for redundant parallel manipulators, can easily be determined for every
in-parallel manipulator at any configuration. It is shown in this paper how the
proportion and the configuration that give A = 1 can be obtained for both non-
redundant and redundant parallel manipulators. We note that with acceptable A-
values, there is a useful workable range of configurations over which there is the
potential for high precision and repeatability.




70

References

1.

2.

10.

11.

J. P. Merlet, "Singular Configurations of Parallel Manipulators and Grassmann Geometry,"
The International Journal of Robotics Research, 8(5), 45-56, 1989,

J. Lee, J. Duffy and M. Keler, "The Optimum Quality Index for the Stability of In-Parallel
Planar Platform Devices," Proceedings of the ASME 24th Biennial Mechanisms
Conference, 96-DETC/MECH-1135, Irvine, Ca., 1996.

J. Lee, J. Duffy and K. H. Hunt, "A Practical Quality Index Based on the Octahedral
Manipulator,” The International Journal of Robotics Research, 17(10), 1081-1090. 1998.
Y. Zhang and J. Duffy, "The Optimum Quality Index for a Redundant 4-4 In-Parallel
Manipulator,” Proceedings of RoManSy 98: Twelfth CISM-IFToMM Symposium on Theory
and Practice of Robots and Manipulators, Paris, July 1998.

N. White and W. Whiteley, “The Algebraic Geometry of Stresses in Frameworks," S.JA.M.
Journal of Algebraic and Discrete Methods, 4(4), 481-511, 1983.

D. J. Cox, "The Dynamic Modeling and Command Signal Formulation for Parallel Multi-
Parameter Robotic Devices," Master Thesis, Mechanical Engineering, University of Florida,
1981.

J. Duffy, Statics and Kinematics with Applications to Robotics, Cambridge University
Press, April, 1996.

K. H. Hunt and P. R. McAree, "The Octahedral Manipulator: Geometry and Mobility,"
The International Journal of Robotics Research, 17(8), 868-885, 1998.

C. Gosselin and J. Angeles, "The Optimum Kinematic Design of a Planar Three-Degree-of-
Freedom Parallel Manipulator," ASME Journal of Mechanisms, Transmissions, and
Automation in Design, 110(3), 35-41, 1988.

C. Gosselin and J. Angeles, "The Optimum Kinematic Design of a Sphericai Three-
Degree-of-Freedom Parallel Manipulator," ASME Journal of Mechanisms, Transmissions,
and Automation in Design, 111(6), 202-207, 1989.

K. E. Zanganeh and J. Angeles, "Kinematic Isotropy and the Optimum Design of Parallel
Manipulators,” The International Journal of Robotics Research, 16(2), 185-197, 1997,




71

Control of Flexible Manipulators Using Vision and
' Modal Feedback

Klaus Obergfell' and Wayne Book®

1 Seagate Technology, 7801 Computer Ave. S., Bloomington, MN 55435
klaus_obergfell @notes.seagate.com
2 G.W. Woodruff School of Mechanical Engineering, Georgia Institute of Technology,
Atlanta, GA 30332-0405, U.S.A.
wayne.book @me.gatech.edu

Abstract. Literature for end point measurement and control is reviewed. An
integrated vision sensor for tip position and an optical deflection sensor are
incorporated into the control of a hydraulically actuated, flexible two-link
manipulator arm. Analysis and ‘experiments provide a design procedure and
performance evaluation. The design procedure is based on successive loop
closure and the use of output feedback modified to maintain stability. Point to
point positioning performance is improved over alternative controllers.

1 Introduction

Attempts to further increase speed, accuracy, workspace and payload of motion
systems ultimately lead to a constraint resulting from elasticity of the materials of
construction. Vibration and static deflection impede completion of the intended task.
The sources of elasticity are in the drive train, the linkages, and in the supporting
structure. A number of approaches to overcome existing constraints have been
proposed and attempted with varying degrees of success and many of these methods
are reviewed in Book [1]. One of the most appealing approaches from the standpoint
of overall capability of the resulting motion system is joint control based on end point
position measurement. With such a control functioning ideally, the point of
engagement with the task can be positioned with minimal regard for imperfections in
the mechanism that attains that position. 'With such an approach minimal provisions
need to be provided in the workspace or on the arm for additional degrees of freedom,
fixtures or points on which to brace the arm. Ideally the size of the workspace and the
precision within that workspace would be independently achievable. This paper will
describe research working toward that ideal and results showing the improvements
that end point sensing can achieve when coupled with other sensors of link dynamics.
End point sensing detects the position of the tool in the relevant degrees of
freedom without relying on the linkages of the mechanism. This research uses an
integrated vision system for tracking of passive fiduciaries (landmarks) at the tool.
This system has proven effective and economical. On the other hand, typical joint
position sensors can lead to inferences of the tool position which are inaccurate if
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deflection due to loads, thermal expansion, inaccurate construction or machine
placement has occurred. Insuring that these inaccuracies are minimal is an expensive
undertaking involving precision machining, massive structures and perhaps even
climate control of the machine’s environment. Consequences of massive structures
are larger actuators, more energy use, greater floor capacity requirements and other
. effects. The joint position measurement approach unfortunately mixes the energy
related machine functions with the information related machine functlons so machine
components cannot be optimized for either function.

Two groups of problems must be solved if we are to use end point sensors
successfully. First, the sensors themselves must meet technical and economic
constraints. Secondly, the control algorithms must use the resulting sensor data
effectively. Both problems have been addressed in this research for two degrees of
positioning freedom. Since the sensors have been discussed in previous publications
by Obergfell et al. [2-4], this paper will focus on the control algorithms and the
resulting system performance as predicted by analysis and verified by experiments.

With end point sensing, the transducers and the actuators in the same control loop
are separated in space. This noncollocation in a distributed elastic system has been
shown to produce a nonminimum phase open loop system [5]. In linear systems this
simply corresponds to poles or zeros of the transfer function in the right half of the
complex plane. Zeros in particular are dependent on where the measurement is made,
while the poles are intrinsic with the system dynamics. Our application requires that
this nonminimum phase system be controlled with a feedback controller. The right
half plane zeros are responsible for unstable branches of the root locus as feedback
gains are varied. While equivalent phenomena exist for nonlinear system dynamics,
explanations based on linear analysis are sufficient.

At this point an overview of the research presented will be given. Our research is
focused on a large but lightweight, two-link arm, electro-hydraulically actuated. It is
referred to as RALF (Robotic Arm Large and Flexible) and it is shown in Figure 1(a).
The control is composed of nested digital control loops. An inner PD loop uses joint
measurements. A second loop is closed around analog optical measurements of link
deflection and is critical for stability. The outer loop is closed around fundamentally
discrete camera measurements of the position of the tip of the arm. A coordinated
strobe light illuminates a retro-reflective fiduciary to enhance the discrimination of
the tip and the accuracy of measurement of the moving arm. While the tests are
primarily intended to achieve accuracy at the end of the motion, the research also
examined the complete time history of the moves.

This paper is organized as follows. A brief review of some of the literature
relevant to the problem will follow this introduction. The experimental system will be
described next. Extensive work in sensor hardware and software development will be
only briefly summarized in that section. The control algorithms, analysis predicting
closed-loop performance, and design procedures will then be presented followed by
selected experimental results. Experimental results will then be compared to previous
work using dimensionless performance metrics. A brief section on conclusions will
end the paper.
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3
2 Review of Previous Research

This section will focus on control using end point sensors, both direct and indirect,
control of nonminimum phase systems and, briefly, the control of flexible arms in
general.

Cannon and Schmitz [6] investigated a one-link flexible manipulator operating in
the horizontal plane controllers designed by LQG. This work was later extended by
Oakley and Cannon [7] and Oakley and Barratt [8] who investigated a two-link

_manipulator. Schmitz and Ramey [9] also extended the original work and presented a

classical control design. A Cartesian controller based on the transposed manipulator
Jacobian was investigated by Lee et al. [10]. Using proportional tip position and joint
rate control like the previous researchers, they improved stability and performance by
adding strain feedback. Obergfell and Book [11] investigated a two-link flexible
manipulator with 3m long links that operate in a vertical plane. A quasi-static end-
point controller was used. In summary, LQG control is capable of high performance
but is very sensitive to modeling errors. Classical control designs trade performance
for fewer (adjustable) gains and reduced sensitivity to parameter variation. However, .
additional sensors may be necessary to achieve good performance.

Other researchers have used indirect measurements of tip position. Wang and
Vidyasagar [12] showed that the transfer function using the time-derivative of the
reflected tip position is passive when the flexible link is sufficiently rigid and hence
easier to control. Extensions of this research were later explored by Alberts and Pota
[13] and Rossi et al. [14]. In summary, it is possible to define different transfer
functions for flexible manipulators. When a passive transfer function can be obtained,
it is possible to achieve good performance and robustness with a simple controller.

Joint controllers utilize position and velocity feedback but improve with strain
feedback. Book et al. [15] compared various joint and flexible state feedback
configurations. Hastings and Book [16] studied linear LQR control of a single-link
flexible manipulator including strain measurements. Yuan et al. [17] implemented a
decentralized control utilizing joint position and strain rate on a two-link flexible
manipulator. Henrichfreise et al. [18] investigated the control of a two-link, three
degrees-of-freedom manipulator with joint and link compliance. Pfeiffer [19] studied
position and force control of a three-link, five degrees-of-freedom manipulator with
two flexible links.

The objective of tracking control is to make the output follow the input as closely
as possible, i.e. make the transfer function one. However, to cancel non-minimum
phase zeros to achieve this requires adding unstable poles to the system, thereby
making the practical system unstable. Tomizuka [20] suggested zero phase error
tracking control for non-minimum phase systems. Several variations of this basic
algorithm were developed, for example by Jayasuriya and Tomizuka [21] and by
Menq and Xia [22]. In summary, feedforward methods offer good tracking
performance for non-minimum phase systems. However, the feedforward control is
sensitive to modeling error, which makes the application to multi-link flexible
manipulators difficult.

Inverse dynamics methods calculate torques such that the flexible manipulator tip
follows a desired trajectory with minimal vibrations and zero overshoot. This method
differs from rigid manipulator in that the dynamics cannot be inverted directly
because of the non-minimum phase zeros. Bayo et al. [23], Kwon and Book [24] and
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others have explored this approach. It generally requires a good model and much
computational power.

(3.96,4.75)m

RALF

Figure 1 (a) The experimental manipulator RALF. (b) Shape of manipulator workspace with
key features and Landmark Tracking System field of view

3 The Experimental System

A two-link manipulator testbed named RALF (Robotic Arm, Large and Flexible) at
the Intelligent Machine Dynamics Laboratory at Georgia Tech is used as an
experimental platform for this research. RALF has a high payload to weight ratio
given its workspace, but is stiff enough to perform real world applications. Since it
operates in a vertical plane, gravity effects are significant. The two main links are
3.05 m long and constructed from aluminum pipe. The lower link has a 141.3 mm
O.D. with a wall thickness of 3.4035 mm, the upper link has a 114.3 mm O.D. with a
wall thickness of 3.048 mm. The actuation link is constructed from a rectangular
aluminum tube. The weights of the links without attachments are 12.18 kg, 8.8 kg,
and 4.625 kg. The assembled manipulator structure without actuators and base
weights approximately 45 kg, while its payload capacity is approximately 27 kg.

The hydraulic cylinders actuating RALF have a 50.8 mm bore, 25.4 mm rod and
508 mm stroke. Two ‘stage electro-hydraulic servovalves provide fluid from a
regulated supply. With mechanical feedback and constant load pressure the flow will
be proportional to current driving the first valve stage. The linear hydraulic cylinder
velocities are 0.156 m/s for extension and 0.208 m/s for retraction. The maximum
linear speed of the link end-points is over 1 m/s. A Temposonics linear transducer
measures the displacement of each cylinder and the velocity is calculated from
samples of the position. The manipulator geometry and the stroke of the hydraulic
actuators define RALF’s workspace. Figure 1(b) shows the shape of the workspace
with key features.
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‘31 The Landmark Tracking System for Tip Position Measurement

The LTS (Landmark Tracking System) consists of a machine vision system, optics,
strobe illumination, retroreflective landmarks, and landmark tracking software. Here,
a single, fixed LTS measures the position of a landmark attached to RALF’s tip in
part of the manipulator’s workspace as illustrated by the square in Figure 1(b). A 163
row by 192 column charge coupled device (CCD) array integrates light from the
scene. The resulting digital image in video RAM is accessible from the M68000 CPU
communicating with the controller via a serial line. The stationary LTS is mounted on
the laboratory wall with a line of sight perpendicular to and 6.1 m from the
manipulator’s plane of motion. The estimated resolution of the LTS is 1/ 10™ of a pixel
or 1/1630™ of FOV in row direction of the CCD. Strobe illumination is used to freeze
motion with short (less than 10 pis) bursts of light. Measurement variations of a fixed
target of less than 0.4 mm horizontally and 0.5 mm vertically are experienced. A
relative accuracy of about 1.5 mm has been measured. Sampling frequencies above
50 Hz are normally obtained, but this is not guaranteed since a search for the
landmark is required, starting at the last known position. The rate could be as low as
7.8 Hz and as fast as 70 Hz.

3.2 Link Deflection Sensing

A Lateral Effect Photo Diode sensor and a lens, mounted to one end of the link, are
focused on a light source which is mounted to the other end of the link. The voltage
output from the sensor is proportional to the relative motion of the light source and,
therefore, proportional to the deflection of the link. The measurement is linear with a
regression coefficient of 0.999 and an overall deflection resolution of more than 1.5
mm. The link deflection sensor was originally envisioned as a possible substitute or
enhancement for the LTS. The LTS proves to be much more accurate as an overall
measurement system, but link deflection proved to be extremely valuable for
stabilization of the vibrations anyway. As it is an analog sensor, it can be sampled at
the conversion rate of the 12 bit A/D.

4 Feedback Control

The presented control is composed of three nested feedback loops as illustrated in
Figure 2. An inner PD loop controls the joint motion of the manipulator. The second
loop feeds back the deflection modes of the links thereby improving the stability of
 the control. A vision based outer loop feeds back direct end-point position
measurements in order to reduce end-point position error.

The PD joint control of the innermost loop is based on previous work by [17, 25,
26). Analog measurements of joint position are sampled and processed by a digital
proportional controller. The equivalent of analog joint velocity feedback is provided
by the electro-hydraulic servovalves [2]. :
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Figure 2 End-point position control composed of nested feedback loops

4.1 Link Deflection Feedback

Wang and Vidyasagar [12] have previously shown that a modified output allowed for
a simpler end-point control for single link flexible manipulators. A new interpretation
of Wang’s and Vidyasagar’s work would be to view their end-point controller as
identical to PD joint control with positive link deflection feedback. This research
expands their work to apply to multiple links through a separation of joint control and
link deflection feedback. A design procedure based on the root-locus method is
outlined to add proportional link deflection feedback to all links of a flexible
manipulator. Improvements to the dynamic response of a flexible manipulator are
illustrated with the root-locus method. These results can be generalized to any serial
link flexible manipulator.

The tip position output used by Cannon and Schmitz [6] and most other
researchers is given by

n(L5)=6@)L+w(L,t) 1
The reflected tip position output used by Wang and Vidyasagar is given by
y2(L.)=6()L-w(L,1) )]

Both outputs are illustrated in Figure 3. Wang and Vidyasagar showed that the
transfer function using the time-derivative of the reflected tip position is passive when
the flexible link is sufficiently rigid. Therefore, any passive controller with finite gain
(e.g. simple PD control) will stabilize the system. This is in contrast to the
complicated control structures associated with the tip position output. Extensions of
this research were later explored by Alberts and Pota [13] and Rossi et al. [14]. They
defined modified outputs, which are linear combinations of rigid body rotation and
elastic deflection:

y3(L,t) =6 ()L— Aw(L,1) 3
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The additional degree of freedom provided by A was used to relax the conditions
to obtain a passive TF. However, this method was only applied to manipulators with
a single flexible link.

Y A

N

Reflected Tip
Position @

Y x

Figure 3 Definition of tip position and reflected tip position outputs
The control input to a flexible manipulator when modified outputs are used with
PD control is given by
U(s) =k, (1+T,s XY ()~ Y3(s)) @

Note that the desired end-point position input is identical to the rigid body tip
displacement. Substituting equation (3), therefore, yields

U(s) =k, 1+ T;s\LO 4 (s) - LO(s)+ AW (s)) 5
Equation (5) can also be written as
U(s)=kyy A +T;5X0 4 () O(5))+ ko (1 +Tys W es) (6)

where k, =Lk,, and k,, =Ak,. This shows that modified outputs with PD

control are equivalent to PD joint control with positive PD link deflection feedback.

The effect of link deflection feedback was studied using a mathematical model of
RALF'. In root-locus plots it was observed that positive link deflection feedback
improved dynamic response by “pushing” the closed-loop poles into the left half-
plane. The opposite behavior was observed for negative link deflection feedback, i.e.
the closed-loop poles quickly moved into the right half-plane destabilizing the system.
Figure 4(a) shows closed loop pole locations when positive link deflection feedback is
applied to both links of RALF simultaneously. Dynamic response of the first and
second mode can be improved in a large area of the s-plane. Not shown is that the
higher modes are slightly destabilized and even go unstable for very high gains
(Several orders of magnitude larger than discussed here). Note that the PD joint
control loop had been closed before link deflection feedback was applied.

! Non-linear model of structural dynamics (2 assumed modes per link) combined with actuator
model based on experimental verification, [2]
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A root-locus procedure can be used to select link deflection feedback gains for
multi-link flexible manipulators. For a two-link manipulator this is illustrated in [2].
The procedure consists of two steps: First, a suitable gain ratio is determined from
root-loci plotted for various gain ratios. Second, final gain values are determined
from the root-locus for the selected gain ratio. An example of a root-locus for a fixed
gain ratio and the gains selected for the experimental evaluation are shown in Figure
4(b).
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Figure 4 Root-locus design of proportional link deflection feedback, display of first modes, (a)
gain sweep: K;4;=K5,=0-1500, step size 5, K4 is swept at constant K4, (b) fixed gain ratio
K42/ Ky =1.6, starting point Kj4,=0 (x), final gain selection K;4;=16 (+)

4.2 End-Point Position Feedback

Although positive link deflection feedback improved the dynamic response of the
manipulator significantly, an end-point position error remained due to static link
deflection, kinematical error, and payload uncertainty. These errors are more
noticeable on RALF because (1) RALF is operated in the vertical plane, (2) the long-
reach structure amplifies small kinematical errors and structural imperfections into
large tip position errors, and (3) the complex structure is more difficult to model than
simple beams causing larger parameter errors.

This research developed a new end-point position feedback loop to eliminate the
remaining tip errors which vary slowly. It is an extension of previous work, [11],
which transformed tip errors into joint errors using the inverse manipulator Jacobian
and added the resulting joint error to the desired joint command in a quasi-static
algorithm. In this paper, the quasi-static control is replaced by an integral
compensator to decrease the settling time of the control. A design procedure is
developed to determine integral gains using the root-locus method.

The complete end-point position control consists of three feedback loops as
illustrated in Figure 2. The multi-loop approach easily facilitates the incorporation of
multiple sensors operating at different sampling rates. Joint and link deflection
feedback loops operated at 200 Hz during experiments while the end-point position
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loop ran at 40 Hz. The controller developed is a regulator not a tracking controller.
However, it performs well following point-to-point trajectories.

Proportional and integral tip compensators were investigated in this research.
Derivative compensators were not considered because the slow update rate of the end-
point position sensor would make a difference calculation not very accurate. Closed
loop pole locations were investigated numerically using the mathematical model of
RALF. Proportional tip compensation was quickly ruled out because it provides only
a small gain margin. Figure 5(a) shows the dominant closed-loop pole locations for
integral tip compensation. Acceptable pole locations can be achieved for the
investigated range of feedback gains but two modes go unstable for higher gains.
Note that joint control and link deflection feedback loops were closed before tip
feedback was applied. The gain selection procedure follows the two step root-locus
design procedure outlined in the previous section. An example of a root-locus for a
fixed gain ratio and the gains selected for experimental evaluation are shown in
Figure 5(b).
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Figure 5 Root locus design of integral end-point position compensation, display of first modes,
(a) gain sweep: K;;, K;=0-50, step size 1.0, K;, is swept at constant K, (b) fixed gain ratio
K;,/K; =1, starting point K;, = 0 (x), final gain selection K;; =4 (+)

5 Experimental Results

Manipulator commands for experimental implementation were specified in end-point
position coordinates. For joint based control the end-point coordinates are converted
to joint coordinates using rigid inverse kinematics. The results presented in this
chapter are for a one meter square trajectory at the center of the LTS workspace
traversed in clockwise direction. Each side of the square is described by a second
order position trajectory. At the corners the manipulator stops for 1.3 seconds in
order to allow the observation of transient behavior. Different tip speeds and
payloads were investigated in [2], two cases (0.67 m/s tip speed with no payload and
0.77 m/s tip speed with 7.5 kg payload) will be presented in this paper.
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The improvements provided by positive link deflection feedback are illustrated in
Figure 6 and Figure 7. Link deflection feedback dampens oscillations under all test
conditions.
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Figure 6 Comparison between joint control with and without link deflection feedback, link
deflection for the square trajectory, 0.67 m/s tip speed, no payload
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Figure 7 Comparison between joint control with and without link deflection feedback, link
deflection for the square trajectory, 0.77 m/s tip speed, 7.5 kg payload

XY-plots of desired and actual tip positions for the square trajectory are shown in
Figure 8 for joint control and end-point position control. The improvements made by
link deflection feedback are most noticeable in the vertical section between corners 3
and 4, replacing a oscillatory response with a smooth line and settling the tip quickly
when the manipulator is commanded to stop. End-point position feedback places the
tip response much closer to the desired trajectory, removing static deflection offsets
and eliminating the tip error in the corners.

Figure 9 shows total tip position error as a function of time for joint control and
end-point position control and two test conditions. End-point position feedback
removes the static deflection offset and eliminates steady state error while link
deflection feedback dampens oscillations during motion.
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Figure 8 Comparison between joint control and end-point position control, tip response for the
square trajectory, 0.77 m/s tip speed, 7.5 kg payload
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Figure 9 Comparison between joint control and end-point position control, total tip error for
the square trajectory, (a) 0.67 m/s tip speed, no payload, (b) 0.77 m/s tip speed, 7.5 kg payload

5.1 Comparison to previous work

This section is intended to provide the reader with guidance for the selection of a
control algorithm. For this purpose the presented research is compared to previously
published work. However, a comparison of manipulators that are vastly different in
size, actuation, and mode of operation does not provide an absolute judgment of the
relative merits of these controllers. The selection of a control algorithm depends on
many issues and features. Performance metrics were selected that could be
determined from prior work and that have meaning in the context of this paper. The
following controls were compared to the control presented in this paper:

1) LQG-control of a single-link manipulator, [6] '

2) LQG-control of a two-link manipulator, [27]

3) Modified output control of a single-link manipulator, [13]
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The following dimensionless performance metrics were used for comparison:
1) The normalized settling time 7, is defined as:

t-s = ts f nl (7)
where ¢, is the settling time and f,, is the first, locked, natural frequency of the

system.

2) The normalized steady state error e, is defined with respect to the total
manipulator length L (the sum of the link lengths), and with respect to the effective
manipulator length L (the distance from the first joint to the end-point):

- —_— eSS - — e.YS 8
esL=— and e p= t)
L off

where e, is the steady state end-point position error.

3) The normalized maximum error is also defined with respect to the total
manipulator length and with respect to the effective manipulator length:
- _ €max 9
max,E — L .
eff

where e, is the maximum end-point position error. The maximum error

- €max
emax,L -

and

depends on the tip speed used. The normalized tip speed is, therefore, defined as:
V,.
v, = _r (10)
ip :
f nl
where v, is the linear tip velocity. The normalized tip speed is not

dimensionless.
The performance metrics were computed as follows:

1)  [6]: Settling time and steady state error were graphically determined from a
tip step response (Figure 11A) The settling time of the step response was defined as
the time it takes the system transients to decay to 2% of the step size. The steady

state error was defined as the error after approximately 2¢, have passed. The locked

natural frequency was approximated by the first open-loop zero of the joint transfer
function (Figure 5A). The maximum error was not evaluated because trajectory
following was not investigated by this publication.

2) [27]: Settling time and steady state error were graphically determined from
tip step responses (Figure 9.16) and averaged. The locked natural frequency was
approximated by the open-loop zeros (Table 6.2). Maximum errors were determined
graphically (Figures 9.12 and 9.13).

3) [13]: Settling time was graphically determined from a step response (Figure
4). Steady state error was not evaluated because a direct end-point position
measurement was not provided and the maximum error was not determined because
trajectory following was not investigated by this paper.

4) [2]: Settling time and steady state error were determined from a impulse
response (Figure 6-41). The settling time of the impulse response was defined as the
time it takes the system transients to decay to *2% of the maximum value of the

impulse response. The maximum error was determined for the square trajectory, three
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different tip speeds, and no payload (Table 6-15). Performance metrics and

dependent quantities are given in Table 1 through Table 3.

ts (s) fnl (HZ) t_s
Cannon, Schmitz 1.16 0.53 0.615
Oakley 4,18 0.37 1.547
Alberts, Pota 1.17 2.17 2.539
Gbergfell 0.63 3.6 2.268
Table 1: Normalized settling time comparison
ss (mm) L (mm) Leﬁ’ (mm) Ess,L E.v.v,E
Cannon, Schmitz 1.9 1000 1000 0.00190 0.00190
Oakley 0.8 1040 830 0.00077 0.00096
Obergfell 14 6293 4914 0.00022 0.00028
Table 2: Normalized steady-state error comparison
€max (m vtip (m/s) ‘_}tip (mm) Emax,L Emax,E
m)
64.3 0.1167 315.0 0.0618 0.0775
Oakley 41.4(%) 213.9 0.0398(*) | 0.0499(*)
28.6 0.0583 157.5 0.0275 0.0333
129.2 0.77 2139 0.0205 0.0263
Obergfell 107.4 0.67 186.1 0.0171 0.0219
97.8 0.59 163.9 0.0155 0.0199

Table 3: Normalized maximum error comparison, (*) denotes linear interpolation

LQG control positions a single-link flexible manipulator in less than one (natural)
period. This time more than doubles when a two-link manipulator is controlled. The
time to position a single-link manipulator with modified output control is more than
four times longer than when LQG is used. The control presented in this paper is only
47 % slower than LQG for a two-link manipulator. However; this is achieved with a
control that is less sensitive to parameter variations and easy to tune. The control
presented in this research is able to position the tip of the manipulator with an
accuracy that is equivalent to 0.03 % of the manipulator length. The LQG controller
is 3.4 times less accurate even though it operates in the horizontal plane. Integral end-
point position error compensation enables this high precision. By comparison, the
LQG controller use a “rigid” state reference command and does not compute a
position error signal. The maximum error for the control presented in this research is
approximately two times smaller than for LQG control.
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6 Conclusions

Direct sensing of the end-point position of a flexible positioning system can provide a
feedback signal that allows accurate tip placement even with link deflection,
inaccurate construction and uncertain placement of equipment. The desired accuracy
was achieved here with a rapid response and robustness to load variations and arm
configuration. Successive closure of feedback loops was used. Link deflection and
joint position were combined to give a modified output that is similar to the reflected
tip position of Wang and Vidyasagar. This provided a modification of the plant
dynamics that was the basis of the end-point position feedback. An end-point position
feedback loop utilizing the inverse manipulator Jacobian and integral compensation
was added to reduce end-point-positioning errors. The design of the control system -
was carried out principally with the classical techniques of root locus.

Experiments verified the desired characteristics of accuracy, speed and robustness
with good path following capabilities for a large two-link manipulator. Link
deflection feedback reduced structural vibrations by from 44% to 86% for a variety of
tip speeds and payloads. The end-point position feedback loop reduced the average
tip position error by from 48% to 85%. Normalized performance metrics were used
to compare this work to previous research. The presented control positions the
manipulator 3.4 times more accurately than a previously published LQG control. At
the same time it is also 47 % slower than the LQG control. However, the speed
reduction is traded for insensitivity to parameter variations and ease of
implementation. Experiments reported here included moving along a one meter
square in a vertical plane. The time history shows the stability with a range of
operating conditions and corner stop positioning accuracy of between 2 and 7.8 mm.
(less than ¥ a pixel), an improvement of between 120% and 164% over no end-point
feedback. The path of the end-point shows the ability to follow a straight line path,
although a lag results giving significant error in the tracking response that this
research did not seek to eliminate, but which might be reduced with feed forward
techniques. Other experiments not included in detail have used alternative motions, a
wider range of payloads, and have imposed disturbances on the manipulator. These
experiments further confirm the success of our approach.

Sensor design is an important part of fielding a successful system. An integrated
vision system and a link deflection sensor were briefly described here. Other means
of sensing might be more appropriate in a given application, but the control
techniques used here should still provide a useful basis for the designer.

In summary, the approach used here is an attractive alternative to sensitive state
feedback methods that provides acceptable behavior even if end-point position
feedback is disrupted.

- This work was supported by the Department of Energy and Sandia National
Laboratories under contract #AK-9037.
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Abstract. This paper addresses a robust adaptive Cartesian control for free-
joint robot manipulators faced with actuator failures and uncertainties. This
scheme is suitable for some joints with failed actuators and brakes as well as
passive joints without actuators and brakes. In order to overcome the dynamic
singularity problem for a nominal decoupling matrix (input matrix of the
controller) used in the presented Cartesian controller, a singularity-free
Cartesian path planning is achieved via a computer simulation. The proposed
Cartesian space control scheme does not need a priori knowledge of the
accurate dynamic parameters and the exact uncertainty bounds. To illustrate the
feasibility and robustness of the proposed control scheme, simulation results are
shown for a three-link planar robot manipulator with a free-swinging passive
joint.

1 Introduction

The control of nonholonomic mechanical systems has attracted growing attention
in recent years [1]. In fact, many nonholonomic systems naturally fit into the category
of underactuated mechanisms, defined as systems in which the dimension of the
configuration space exceeds that of the control input space. There are many
nonholonomic underactuated mechanical systems in real world applications.

The advantages of using such underactuated systems reside in the fact that they
weigh less, and consume less energy than their fully-actuated counterparts, thus being
useful for applications such as space robotics. For hyper-redundant robots, such as
snake-like robots or multilegged mobile robots, where large redundancy is available
for dexterity and specific task completion, underactuation allows a more compact
design and simpler communication schemes. The underactuated robot concept is also
useful for the reliability or fault-tolerant design [2], [3], [4] of fully-actuated
manipulators working with dangerous materials or in remote or hazardous areas such
as space, underwater, nuclear power plants, etc., where the repair or replacement of
actuators is a very difficult task.
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Usually, a robot manipulator that has fewer numbers of joint actuators than the
number of total joints is known as an “wnderactuated robot manipulator”. The
underactuated robot manipulator has actuated joints or active joints with their own
actuators, and unactuated joints or passive joints without their own actuators at some
joints. It is a well-known fact that an articulated underactuated manipulator with
passive joints satisfies a second-order nonholonomic constraint which is a non-
integrable constraint on acceleration [5], [6], [7]. It is very difficult to directly apply
the control methods and mathematical approaches developed so far for nonlinear
dynamical systems with first-order nonholonomic constraints without drift to
underactuated robot manipulator systems with second-order nonholonomic constraints
and a drift term, because of the different dynamical and mathematical characteristics.

The dynamics and control of underactuated robot manipulators have been being
studied from the 1990's [5], {6}, [7], [8], [9], [10], [11]. The control of underactuated
robot manipulators has drawn a great attention in recent years, but the research on it is
not so much active yet, as it is much more difficult than that of fully-actuated robot
manipulators.

Robots that operate in remote or hazardous environments must be used in a manner
that reflects the implications of failure scenarios on system performance [4]. Most of
the previous works focused on failures that are modeled as locked joints, either due to
a failure directly resulting in an inability to move or due to the application of brakes
to prevent unpredictable behaviors [3].

In contrast, the study of free-swinging failures is still in its infancy and presents
additional possibilities for usefulness after a failure. The term free-swinging failure
refers to a hardware or software fault in a robotic manipulator that causes the loss of
torque (or force) on a joint. Examples include a ruptured seal on a hydraulic actuator,
the loss of electric power and brakes on an electric actuator, and a mechanical failure
in a drive system. After a free-swinging failure, the failed joint moves freely under the
influence of external forces and gravity [2], [10].

Even actuators and brakes at passive joints may fail due to hardware or software
joint failures, or passive joints may have neither actuators nor brakes originally to
achieve lighter weight, a more compact design, smaller erergy consumption, etc..
These passive joints are referred to as “free-swinging passive joints” or “free joints”
[21, [51, [6], [10], [11]. A robot manipulator with free-swinging passive joints is called
as a “free-joint robot manipulator”.

.Compared to control methods using brakes at passive joints of an underactuated
robot manipulator, presently there are not so much results for control schemes of a
free-joint robot manipulator without both actuators and brakes. Tasks of robot
manipulators are usually planned in Cartesian space or operational space. Even either
actuators and brakes at passive joints may fail, or passive joints may have neither
-actuators nor brakes originally in the design of robot manipulators. Therefore, it is
needed to study a fault-tolerant control of free-joint robot manipulators in Cartesian
space without using brakes at passive joints. This topic is a very attractive and hot
issue in controlling underactuated robot manipulators.

The previous control methods in Cartesian space or operational space for free-joint
robot manipulators assumed the nonsingularity or full-rankness of the control input
matrix [5], [6], [9]. However, these previous works did not show the validity of the

- nonsingularity assumption in the controller and did not perform any singularity
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analysis. Hence, these papers did not provide any singularity-free path planning and
control method avoiding the singularity.

Most of the present existing works on underactuated robot manipulators require an
accurate dynamic model in the controller [5], [6], [7], [8]. In other words, these works
did not consider uncertain underactuated robot systems subject to modeling errors and
disturbances. Bergerman and Xu [9] presented a variable structure control scheme to
overcome modeling errors and disturbances. However, one of the drawbacks of this
work is that their controller needs an accurate model of the inertial matrix. This is a
very restrictive condition in the control of uncertain robot systems.

In this paper, a robust adaptive Cartesian control scheme for free-joint robot
manipulators is proposed to overcome failures of actuators and brakes, and
uncertainties such as the parametric uncertainty and external disturbances. Then the
robot control system has the fault-tolerant property against hard actuator faults
presenting zero torques at some failed joints and the robustness property against
system uncertainties.

It is assumed that the nominal decoupling matrix used in the controller should be
nonsingular. In order to guarantee the availability of the presented control scheme, a
singularity-free Cartesian path planning is performed within the nonsingular regions
shown in Cartesian space via a computer simulation.

To show the feasibility and robustness of the proposed control scheme, s1mulat10n
results are presented for a three-link planar robot manipulator with one free joint.

2 Kinematics, Jacobian Matrix and Dynamics of Underactuated
Robot Manipulators

The forward kinematic equation is written as p, = f(q) € R™ where p, e R™ is
the manipulator's end-effector position and orientation vector with respect to the base
frame in Cartesian space, g€ ®" is the joint position vector and f(q)e R"™ is a
nonlinear sinusoidal function of the joint variable vector ¢q .

The Jacobian relationship is obtained by p, =(3f(9)/0q)q = J(q)§ € R™ where
J(q) € R™" is the Jacobian matrix of a robot manipulator. The Jacobian matrix can
be partitioned as J(q) = (Jn @ J, (q))e R™" where J,(q) € R™" is the active part

of the Jacobian matrix and J,(g) € ®™” is the passive part of that. Here, n(=r + p)
is the number of total joints, r is the number of actuated or active _|omts and p is the

number of unactuated or passive joints.
Using the Lagrangian formulation, the dynamic equation of an n-link rigid
underactuated robot manipulator with r -actuated and p-unactuated joints can be

described in joint space as
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1

. . 7, +d (1)
M4+ C(q,)q+G(q)=u+d@)= (0 +d (t)J
. P P

where q=(q: q:)re‘ﬁ"‘:”"’) is the vector of joint variables, g, € R"is the
position vector of active joints, g, € R’ is the position vector of passive joints,
M(q)e R™™ is the symmetric positive definite inertial matrix, C(q,q)q € R"

represents the centritugal and Coriolis torques, M(q)—2C(q,q) is a skew-symmetric
matrix, G(q) e R" is the vector of gravitational torques, u = (z'aT OZ)’ e R" is the
control torque input vector, 7, € R" is the actual control torque vector applied to
active joints, O,€R? is the zero vector at passive joints, and
d(t)=(daT d:)r € R"is a norm-bounded external disturbance vector, for which
d e®R, dpeiR",and

< dos |2,|<dpms 2@ <, 1))

where d,,, , d,, and d,,, are unknown positive constants.
Equation (1) can be partitioned as

Man Map iia Fa _ Ta+da(t)
M, M, \i, ) \F,)70,+d,@) )

where both M, e R”" and M, € R"" are symmetric positive definite matrices by
the property of the inertial matrix M, and M, = M:a e R™, and
Fad)=(F7 FT) =C@,0i+6@.

In equation (3) with no disturbances, a second-order nonholonomic constraint [7]
which is a non-integrable constraint on the acceleration is found as follows:

M,4,+M,g4,+F, =0, eR’ 4)
Property 1. There exist positivé CONSLANLS Jous s Ja,.+ Mipaes Coaxr Bmax» Sy and
fo osuch that @< @D il M@ <,

IC(@ D < el 1G@ < Ga» and |Fa, ) < £, + LM 1121

To obtain a dynamic model in Cartesian space, we begin with the joint space
dynamic model (1) and then use kinematic and Jacobian relationships of the
manipulator. '

Multiplying (1) by JM™, we have
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T ~ o~
Jj+IM(Cj+G)y=IM" [( 0" } + d(t)] =J M}t +IMd(t) 5)

4

where the positive definite matrix ﬂaa =M, -M @M;;M pa 15 called the effective
inertial matrix. Also, .7,, is called the effective Jacobian matrix of the robot arm and
defined as, J, =J, - J , MM, € R™" . ‘

The relationship to map the joint acceleration to the acceleration of the end-effector
is J§=p,—Jq.

Substituting the above equation into (5), we obtain the following differential
equation representing a dynamic model in Cartesian space

b.—b(4,9)=D,(q)r, + D(g)d(?) eR" ©
where D,(q) is the decoupling matrix for the system and is defined by
D,(g) =T, (@)M;}(q) €R™ .Dg)=J(@M™ (@) R™ and b(g,§)=T (4,44

-J(@M ™ ()IC(g, )i +G(g)] €R"
Based on Property 1, the following boundedness property for the terms in (6) is
found.

Property 2. By Property 1, there exist positive constants 6, , 6, , 8, and 8, such
D, <6, [b@.il <6, +6,lal" and |P(a)|<6,.

that |

3 Robust Adaptive Cartesian Control

3.1 Control System Design

In this section, a robust adaptive Cartesian control scheme overcoming the
parametric uncertainty and external disturbances is proposed for robot manipulators
with free-swinging passive joints. The controller is developed based on the Lyapunov
direct method by using the norm-bounded property of uncertainty.

The Cartesian tracking error (e ) and the augmented error (s) are denoted by

e=p,—p, cR"” and s=é+AeeR” where p, € R"™ is a desired trajectory of

the end-effector specified in Cartesian space and A is an mxm positive definite
diagonal constant gain matrix.
We now summarize the proposed robust adaptive Cartesian controller:

7, = D@y, -bg ) €%, o
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v,=v+Av eR", ®
v=p, —(K+A)e—-KAe eR", ()]
a a m
Av——pha ) a=Rs eR", (10)
=6, vl bleblel)=G 1l J5.] Wl lel), an
. . . 2
s bl bbbl “

)

where ﬁf () R™™ is a pseudoinverse matrix . of ﬁ,,(q)(= 7a(q)1i~l; '(g)), and

a

D.(q) and b(q,§)(=J(q,d)i—IJ(@M " (q)F(q,q)) are the nominal models of
D,(q) and b(q,q) with the guessed nominal dynamic parameters. The estimation

vector & € R*is the estimate of the unknown positive constant vector 8 € ®°® for
uncertainty bounds. The gain matrices K = K7, R=R" and I'=T7 are positive
definite diagonal constant matrices. h, Q[a") is a positive function to alleviate the

chattering of the control input. For example, h, (”a") can be defined as follows.

if
nllel)- {1l o el

if “a" <e¢

[N

Assumption 1. It is assumed that the number of active joints (r) is greater than or
equal to the dimension of the Cartesian configuration of the robot's end-effector (m)
controlled in the design of the controller, that is r>m. Then it is selected that

13: = ﬁ: (ﬁa ﬁ: )™ by the property of a pseudoinverse matrix.

Assumption 2. In'the Cartesian dynamics (6), it is assumed that the decoupling
matrix D,(q) is of full rank or nonsingular for a given robot manipulator. In the

controller (7), it is also assumed that a pseudoinverse matrix 13: (q9) exists for a
robot manipulator during the total control process. In other words, it is assumed that
ﬁa (q) is of full rank or nonsingular for a given underactuated robot manipulator
with the guessed nominal dynamic parameters during the total control process.

Remark 1. The full-rankness of the control input matrix in linear and nonlinear
dynamical systems including robot systems is a basic pre-condition to obtain
satisfactory control results in most of the works reported. If the full-rankness of the
control input matrix D, (q) fails, then some of the degrees of freedom of the overall
system may not be controlled completely. Hence, the motion of joints has to be made
within the nonsingular regions satisfying the full-rankness of D,(q).
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Remark 2. In underactuated robot manipulators, since the singularities of ﬁa(q)

depend on both the kinematic parameters and the dynamic ones of robot
manipulators, (unlike the singularities for general industrial robot manipulators with
Sully-actuated joints), they are called “dynamic singularities”. These singularities of

ﬁa (q) are avoided by means of Assumption 2.

Substituting the control law (7)~(9) into the Cartesian dynamics (6), the closed-
loop error dynamics for the augmented error s becomes

s=—Ks+Av+ng a3)
where the lumped uncertainty term 7 is 7= (D,D? - I}, +(b— D,D!b)+ Dd(t).
The norm-bound of lumped uncertainty 7 is

ol < |p.B2 - £, Iy, + |6 - D.D2B

+[plleco] (14)

vr

Assumption 3. By Property 2, it is assumed that there exist an unknown positive
constant K, such that

B! - 1| <x, <1. (15)

Property 3. By Property 2, there exist unknown positive constants x, and K, such
that

|6 - b, 525

<, +10, " e

Property 4. By the definition of the control input v,, there exist unknown positive
constants x5 and x, such that

[v.ll= I+ avl < ]+ |av] < B, | + xslle] + x e + 5. )
The initial estimate vector é(O) is selected as a vector of which all elements have
nonnegative values.

From Assumption 3, Property 3, Property 4 and the norm-bounded property of

+x; + 10, + 6, e -

disturbances (2), equation (14) is calculated as "r]" <K,
We can obtain a norm-bound for lumped uncertainty as
il <2, + ilal* + 31, ]+ 5)+ el + 2l a3

where 6,=60,d,,.+x,, 0,=K,, 0,=kK,, 0,=Kkx; and & =x,. From

v’

Assumption 3, it is assumed that 0 < 673 =K,<1.

Theorem 1. Under Assumptions 1 ~ 3, if we apply the control law (7)~(12) to the
underactuated robot manipulator system (6), then the Cartesian tracking errors e

and é are globally uniformly ultimately bounded (GUUB).
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Proof: Let us consider a following Lyapunov function candidate,

1-6,

1 T ATr-17 - 1 T
V==—s"Rs+—20'T'9==7"P 19
> > L (19)

where 8 =é—0€iRi is the vector of estimation errors, z=(sT 57)7 and

(R 0
“lo a-oyr'/)

The time derivative of ¥ along the solution of the system is
V=s"Rs+(1-6,)0'T7'0 =s"R(-Ks + Av+ )+ 1 -0, 'T'§
<—s"RKs +s"RAv + ||| Rs| + 1 - 6,)8"T '8 (20)
Substituting the control law Av (10) into the above equation (20), we obtain

P < —s"REs pl(l"—r||a||||n||+(1—9—3)5’1""5 an

where a=Rs, a’a = ||oz||z . By substituting the norm-bound of lumped uncertainty
(18) into the above equation (21), and through the effective manipulation, we obtain

+ 5+ el +3.Jel)

p.,

V < —s"RKs - pl’q‘"_)+ lellE; + Bl + 3¢

+(1-6,)8 Tr-g

R A “”%"ﬁ* e@au —"H (Bl

8,
1- 6

P R nen}a—53>||a||+u~53>5fr-'5
3 .

1- 9
ol

o, ) B ||a|| ||a|12
=—5 m—p(l—es)mH?(l—f) )—(|—)+p(1 6,) lol - hailaﬂi

A ) .
+ p‘e"{llall - h"“,'LH } (1-6,)9'T'0 @2)
where 6, =1‘9"67 ,i=12,5,0=(6,0,6,6,0.), w =1 ||’

3

el e

p= BTWmt}H, b, |l ), p=p-p=(@ -0y =0Ty, and & =0 . Hence, by
substituting the adaptation law (12) into the above equation (22), we have
V <-s"RKs —(1-0,)8 66 + w(p, p, ) (23)

p.,
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]

where  W(p, p,||af) = ;lw[ha qla”)— "a”lﬁé, +p(1- 53)] Here, the following

relationship holds: %(5 +6) o(0 +6)>0,and thus 870f +§7 ol > ::'-(5 T -
8" c6) . We now have

V < -s"RKs — %(1 -0,)0700 + %(1 6,308 + w(p, p|al)
1 . 1 .
==57" 0+ w(p, B e < - 3 Amin @2 + w0, 5l (24)

~ 2RK 0
h =IsT @7 , Q= -
where z (s )7 o ( 0 (-8yo

w(p, p, ”a”), and A4, () represents the minimum eigenvalue of its argument. From

] . WP, pslaf) = %(1 -6,)8"00 +

19, v@= %zTPz < %lm, (P)ﬂz” * where Ao () represents the maximum

eigenvalue of its argument. Therefore,

V<—pV +w(p,p,lol) (25)
A
where u = l—"‘% , and both @ and P are positive definite matrices,

The differential inequality (25) has the following solution: V(t,2() <

W_(p,p,h”a”) + l:V(t0 ,2(8,))- Lp’”alb:’e‘”("’“) - Now, since ¥(z,2(t)) > %sTRs
u P

> %zm ®)s|* and V(t,21))> %(1 ~0,)0'Td > %(1 =03 @0 ”2 , both

s(7) and 8 (?) are bounded as follows:

] i)

Consequently, since both s(f) and 6 (#) are globally uniformly ultimately bounded

(GUUB), the stable dynamics s = ¢ + Ae guarantees that the tracking errors e and ¢
are also globally uniformly ultimately bounded. ]

Remark 3. If £ >0 and 0 >0, then the uniformly ultimately boundedness
approaches the asymptotic stability. Here, we can find the trade-off between the
magnitude of tracking error and the chattering of control input.
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3.2 Singularity-Free Cartesian Path Planning

The assumption for the nonsingular configurations (Assumption 2) mentioned in
the previous section should be satisfied to guarantee the availability of the presented
controller. Once a robot manipulator is within the singular configurations,
Assumption 2 is not guaranteed. Therefore, a path planning avoiding the dynamic
singularities is needed.

The nominal decoupling matrix ﬁa(q) with the guessed nominal dynamic
parameters is a nonlinear sinusoidal function of the joint position vector. Therefore,

the singularities of 13,, (g) must be shown in joint space. The set of singular points

found in joint space can be obtained as the regions in Cartesian space via the
kinematics. Some regions shown in Cartesian space corresponding to those shown in
joint space may be or may not be the singular regions as known by the inverse
kinematics which is a one-to-many mapping. We call these regions as “semi-singular
regions”. The terminology of “semi-singular regions” means that it is doubtful
whether those regions are singular or not. On the other hand, it is guaranteed that the
nonsingular regions in Cartesian space are always nonsingular in joint space.
Therefore, a path of the end-effector avoiding the dynamic singularities should be
formed within the regions in Cartesian space into which the nonsingular regions in
joint space are transformed by the kinematics. Then, it is guaranteed that the desired
path of the end-effector, which is made within the nonsingular regions in Cartesian
space, can avoid the singularities.
We now present a path planning procedure avoiding the singularities:

1. Obtain the dynamic singularity regions in joint space such that
lDet(ﬁa(q)ﬁf (q)]Ss,, for almost all joint configurations for the given

underactuated manipulator, where ¢ Det’ represents the determinant of a matrix
and the criterion g, is a very small positive constant in the neighborhood of zero.

2. Get the semi-singular regions in Cartesian space corresponding to the singular
regions in joint space by means of the forward kinematics. And find the
singularity-free regions in Cartesian space corresponding to the nonsingular
regions in joint space. ’

3. Make a desired path or trajectory within the nonsingular regions in Cartesian
space. )

4 Simulation Study

The underactuated robot manipulator simulated is a three-link planar robot arm
(n = 3) with two active joints (r = 2) and one free (passive) joint ( p =1) moving on
a horizontal plane. The robot's end-effector can control two degrees of freedom
(m = 2) position in the X-Y plane.
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The simulated robot manipulator is illustrated in Fig. 1. In this case it is also
considered that the third joint (g, ) is passive. It is assumed that only two active joints
have actuators. The passive joint has no actuator or brake and is free to swing. Even if
the passive joint has an actuator or a brake, in this case it is considered that the brake
as well as the actuator cannot perform a normal operation due to a hardware or
software fault, It is assumed that there are no frictions for the manipulator's joints in
this simulation. It is also assumed that there are no joint limits for the joints and the
joint angles can vary from 0 (rad) to 2z (rad). ‘

Y 4

@ Active Joints (Joint 1 & Joint 2)
O Passive Joint (Joint 3)

Fig. 1. A three-link planar robot manipulator with a passive joint:
[q, &4q,:active (g, =(g, 4,)); g5:passive (¢, =45) 1

The real and nominal numerical values of the physical parameters of the simulated
robot manipulator are given in Table 1. It is assumed that the lengths of each link are
exactly known. The nominal dynamic parameters used in the proposed controller
(7)~(12) are set to 70 % of the real dynamic parameter values.

Table 1. Numerical parameter values of the simulated three-link manipulator:
[(Lyym 1, L) =(Ly,my, 15, Ly )= (Ly,ms, I, L))

Parameters Values Link1 | Link2 | Link 3

Length [ L, (m) ] Real Values 0.5 0.5 0.5
Mass Real Values 1 1 1

[m;(kg)] Nominal Values 0.7 0.7 0.7
Moment of inertia Real Values 0.1 01 | 0.1
[1;(kgm®)] | Nominal Values | 007 | 007 | 0.07
Center of mass position Real Values 0.25 0.25 0.25

[L;(m)] Nominal Values | 0.175 | 0.175 | 0.175
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The simulation includes the singularity-free Cartesian trajectory planning and the
robust adaptive control tracking the planned trajectory.

In this simulation, a desired path of the end-effector in Cartesian space is a circle.

Now, the singularity-free regions are shown by the simulation. In the criterion

equation IDet(ﬁ,, (q)ﬁf (q)l < g, shown in the singularity-free path planning, a small
positive criterion constant £, to determine the singularity numerically, is selected as
£, =107 in the simulation.

For the underactuated robot manipulator with the robot parameters given in Table
1, the singularity-free regions in joint space and Cartesian space are shown in Fig. 2.

_ . 100 e 05 o0 05 1 15
Joint 2 (deg) o Joint 1 (deg) X-coordinate (m)
EAFAES Singular regioni : Inside the rectangular planes &5 Semi-singular rogions
do not belong to nosk Tegion) (Boundary lines do not belong to nonsingnlar regions)
- (a) Singular and nonsingular (b) Semi-singular and nonsingular
regions in joint space regions in Cartesian space

Fig. 2. Singular/semi-singular and nonsingular regions in joint space and
" Cartesian space for the robot parameters given in Table 1.

As mentioned in the above statements, the Cartesian path of the end-effector here
is a circle in the X-Y plane. The specified circle is used as the desired Cartesian path
in the following tracking control simulation. The center point of the desired circle is

(x.,.,)=(0.0,0.0) . Therefore, the desired circle path x +y? =R’ is used in the

control simulation. The nonsingular region in Cartesian space shown in Fig. 2-(b) is
the inside of the circle with the radius of 0.5 (R, =0.5) in the X-Y plane. In the
control of the underactuated robot manipulator, the radius of the used circle can be
selected as the value of 0.2 (R, =0.2). The initial and final positions of the desired

trajectory are (x.,s¥.,)= (xe‘, , ye”) =(0.2,0.0) .

In this control simulation, the singularity-free desired trajectory here is used as that
defined in the above trajectory planning simulation. The desired trajectory is the
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circular motion with a quintic polynomial, with all zero initial and final velocities and
accelerations. The used Cartesian task is the circle-tracking task that the robot end- -
effector circulates one time along the specified circle in the X-Y plane. The total
execution time of the circle tracking task is 5.0 (sec).

In the controller, a positive continuous function k,(a]) is chosen as

halal)=[e] +¢.
The used constants are as follows: K =diag(100,100), A =diag(50,50),

R =diag(2,2), T =diag(0.01,0.01,0.01,0.01,0.01), £=0.1, é(O) =(00000),
c=0.1.

The parameters for the circular motion are as follows: The center point of the circle
is (x,,,»., )=(0.0,0.0). The radius of the circle is R, =0.2. The initial and final

positions of the desired trajectory are (x, ,y,, )=(x, " ,ye‘,) =(0.2,0.0) .

The actual initial position of the end-effector is the same as the desired initial
position.

The control results are shown in Fig. 3-(a) ~ Fig. 3-(d).

From the simulation results, it is observed that the proposed control scheme with
the singularity-free path planning is feasible. It is also found that the end-effector of
the manipulator with two active joints and one free-swinging passive joint can
satisfactorily and successfully accomplish the task in a two-dimensional Cartesian
space by driving only two active joints.

time (sec)

(a) Snapshot of robot motion (b) Position tracking error (¢ = p, — Pe, )
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Fig. 3. Control results for end-point control of a SCARA type
three-link manipulator with one free joint.

S Conclusions

In this work, a robust adaptive Cartesian control with fault tolerance of free-joint
robot manipulators overcoming actuator failures and uncertainties in robot systems
has been studied.

The presented Cartesian space control scheme for robot manipulators with free-
swinging passive joints assumes that the joint configurations -remain within the
nonsingular regions during the total control process. To overcome this dynamic
singularity problem for a nominal decoupling matrix, a singularity-free Cartesian path
planning has been achieved through a computer simulation.

The proposed controllers are very robust to parametric uncertainty and external
disturbances. The proposed control schemes do not need a priori knowledge of the
accurate dynamic parameters and the exact uncertainty bounds.

To show the feasibility and robustness of the proposed control scheme, the
simulation study has been performed for the horizontal motion of a three-link planar
robot manipulator with a free joint. It has been observed that the proposed scheme is
valid and robust through simulation results.

A study on nonholonomic underactuated mechatronic systems has many real
application fields and will last an emerging topic continually to the future.
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Abstract. This paper presents a new approach to the design and real-time
implementation of an adaptive controller for robotic manipulator based on
digital signal processors. The Texas Instruments DSP(TMS320C40) chips are
used in implementing real-time adaptive control algorithms to provide
enhanced motion control performance for robotic manipulators. In the proposed
scheme, adaptation laws are derived from the direct model reference adaptive
control principle based on the improved Lyapunov second method. The
proposed adaptive controller consists of an adaptive feed-forward and feedback
controller and PI-type time-varying auxiliary control elements. The proposed
control scheme is simple in structure, fast in computation, and suitable for real-
time control. Moreover, this scheme does not require any accurate dynamic
modeling, nor values of manipulator parameters and payload. Performance of
the proposed adaptive controller is illustrated by experimental results for an
assembling robot AM1 with six joints(made in Samsung Electronics Co., Ltd.,
Korea) at the joint space and cartesian space.

1 Introduction

Current industrial approaches to the design of robot arm control systems treat each

joint of the robot arm as a simple servomechanism. This approach models the varying
- dynamics of a manipulator inadequately because it neglects the motion and
configuration of the whole arm mechanism. The changes in the parameters of the
controlled system are significant enough to render conventional feedback control
strategies ineffective. This basic control system enables a manipulator to perform
simple positioning tasks such as in the pick-and-place operation. However, joint
controllers are severely limited in precise tracking of fast trajectories and sustaining
desirable dynamic performance for variations of payload and parameter uncertainties
[1], [2]. In many servo control applications the linear control scheme proves
unsatisfactory, therefore, a need for nonlinear techniques is increasing, Today there
are many advanced techniques that are suitable for servo control of a large class of
nonlinear systems including robotic manipulators [3]-[6]. Since the pioneering work
of Dubowsky and DesForges [3], the interest in adaptive control of robot
manipulators has been growing steadily [7]-[11]. This growth is largely due to the fact
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that adaptive control theory is particularly well-suited to robotic manipulators whose
dynamic model is highly complex and may contain unknown parameters. However,
implementation of these algorithms generally involves intensive numerical
computations[12], {13].

Digital signal processors(DSPs) are special purpose microprocessors that are
particularly suitable for intensive numerical computations involving sums and
products of variables. Digital versions of most advanced control algorithms can be
defined as sums and products of measured variables, thus can naturally be
implemented by DSPs[14]. Adaptive and optimal multivariable control methods can
track system parameter variations. Learning, neural networks, genetic algorithms and
fuzzy logic control methodologies are all among the digital controllers implementable
by a DSP[15]. In addition, DSPs are as fast in computation as most 32-bit
microprocessors and yet at a fraction of their price. These features make them a viable
computational tool for digital implementation of advanced controllers. High
performance DSPs with increased levels of integration for functional modules have
become the dominant solution for digital control systems. Today's DSPs with
performance levels ranging from 5 to 40 MIPS are on the market with price tags as
low as $3[16]. In order to develop a digital servo controller one must carefully
consider the effect of the sample-and-hold operation, the sampling frequency, the
computational delay, and that of the quantization error on the stability of a closed-
loop system. Moreover, one must also consider the effect of disturbances on the
transient variation of the tracking error as well as its steady-state value.

This paper describes a new approach to the design of adaptive control system and
real-time implementation using digital signal processors for robotic manipulators to
achieve the improvement of speedness, repeating precision, and tracking performance
at the joint and cartesian space. This paper is organized as follows : in Section 2, the
dynamic model of the robotic manipulator is derived. Section 3 derives adaptive
control laws based on the model reference adaptive control theory using the improved
Lyapunov second method. Section 4 presents simulation and experimental results
obtained for a assembling robot. Finally, Section 5 discusses the findings and draws
some conclusions.

2 Dynamic modeling

The dynamic model of a manipulator-plus-payload is derived and the tracking
control problem is stated in this section.
Let us consider a nonredundant joint robotic manipulator in which the nx1
generalized joint torque vector 7 (t) is related to the nx 1 generalized joint coordinate
vector q(t) by the following nonlinear dynamic equation of motion

D(9) G+ N(g,9) +G(g)=7(®) ¢))
where D(g) is the nXn symmetric positive-definite inertia matrix, N(g,¢) is the
nx 1 Coriolis and centrifugal torque vector, and G(g) is the nx1 gravitational

loading vector.

Equation (1) describes the manipulator dynamics without any payload. Now, let the
nx 1 vector X represent the end-effector position and orientation coordinates in a
fixed task-related Cartesian frame of reference. The Cartesian position, velocity, and
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acceleration vectors of the end-effector are related to the joint variables by
' X = 0(g)
X = J(g)q(0) 2
X = J(g.4) 40+ (@) §(®)
where @(q) is the nx 1 vector representing the foreward kinematics and Ji @ = {0
®(q)/0 q] is the nx n Jacobian matrix of the manipulator.

Let us now consider payload in the manipulator dynamics. Suppose that the
manipulator end-effector is firmly grasping a payload represented by the point mass

AL For the payload to move with acceleration X (¢) in the gravity field, the end-
effector must apply the nx 1 force vector T(t) given by
T()=AL[X®)+g] - €);
where g is the nX 1 gravitational acceleration vector. '
The end-effector requires the additional joint torque

T, = J@T T(t) @

where superscript T denotes transposition. Hence, the total joint torque vector can be
obtained by combining equations (1) and (4) as

J@ T +D(q) G + N(g, §) + G(g) = (D) &)
Substituting equations (2) and (3) into equation (5) yields-
ALJ(@'1J(q) §+J(2,9) g+g1+ D(9)§ + N(g,4) + Glg) =7 () ©

Equation (6) shows explicity the effect of payload mass AL on the manipulator
dynamics. This equation can be written as

[D(@D+ALI(" T(14+IN(qg, §) .
+ALJ(9)J (g, §) §1+[G(@)+ALI(g) g] =7 ()
where the modified inertia matrix [D(q)+ALJ(g)" J(¢)] is symmetric and positive-

definite. Equation (7) constitutes a nonlinear mathematical model of the manipulator-
plus-payload dynamics.

Q)

3 Adaptive control scheme

The manipulator control problem is to develop a control scheme which ensures that
the joint angle vector g(f) tracks any desired reference trajectory g, (¢), where g, (¢)

is an nXx 1 vector of arbitrary time functions. It is reasonable to assume that these
functions are twice differentiable, that is, desired angular velocity 4, (¢) and angular
acceleration g, (f) exist and are directly available without requiring further
- differentiation of g, (#). It is desirable for the manipulator control system to achieve

trajectory tracking irrespective of payload mass AL.

The controllers designed by the classical linear control scheme are effective in fine
motion control of the manipulator in the neighborhood of a nominal operating point
F, . During the gross motion of the manipulator, operating point P, and consequently
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the linearized model parameters vary substantially with time. Thus it is essential to
adapt the gains of the feedforward, feedback, and PI controllers to varying operating
points and payloads so as to ensure stability and trajectory tracking by the total
control laws. The required adaptation laws are developed in this section. Fig. 1
represents the block diagram of adaptive control scheme for robotic manipulator.

& N _
T G \_/
ROE | AUKILIARY CONTROL |
AN Gr 1 ELEMENT :P@® |
1 e ¢ LOrwR\| oo
c A * a

+ ROBOTIC —

T T MANIPULATOR|
[+ 20 § q
R O
Y RN

q,

Fig. 1. Block diagram of the adaptive control scheme for assembling Robotic Manipulator.

Nonlinear dynamic equation (7) can be written as
t(t) = D'(AL,q,9) §(®) +N'(AL,g, ) ¢+ G (AL, g, 9) 9()) ®

where D*, N°, and G* are nxn matrices whose elements are highly nonlinear
functions of AL ,q, and 4 .

In order to cope with changes in operating point, the controller gains are varied with
the change of external working condition.

This yields the adaptive control law _ :

() = [P(H§®) + B(Dg + P(q,O1+[RMOED +P,OEO + O] )
where P,(t), Py(t), P.(¢) are feedforward time-varying adaptive gains, and P, (¢)
and P, (r) are the feedback adaptive gains, and P;(¢) is a time-varying control signal

corresponding to the nominal operating point term, generated by a feedback controller
driven by position tracking error E(f) .

On applying adaptive control law (9) to nonlinear model (8) as shown in Fig. 1, the
error differential equation can be obtained as

D'E@)+(N"+ P,)E(t) + (G + ) E(f)
= P(1)+(D" ~P)§,()+(N" ~P5)3,()+(G" ~Fc)q, (1)
Defining the 2nx 1 position-velocity error vector &(f)=[E(t),E(t)]’ , equation (10)
can be written in the state-space form

5@ = 0 1"5(: 0 (t)+0 7 (t B 0
) = z z, )+ Z, q, Z, q,(0)+ Z, g, )+ z, 11

where Z, = -[D° 17 [G" +PB:], Z,=-[D1" [N +P,],
Zy=[D'1"[G -F], Z,=[D1" [N -Fl,
Zy=[D1'[G"-P,] and Zs=-[D']" [P]

(10)
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Equation (11) constitutes an adjustable system in the model reference adaptive
control frame-work. We shall now define the reference model which embodies the
desired performance of the manipulator in terms of the tracking error E(t). The
desired performance is that each joint tracking error E,(¢) = ¢,(¢) - ¢,(t) be decoupled

from the others and satisfiy a second-order homogeneous differential equation of the
form :

E+26m E®)+oE®@) = 0 (=1,...,n) 12)
where £;and v, are the damping ratio and the undamped natural frequency.

The desired performance of the control system is embodied in the definition of the
stable reference model equation (12) as following vector equation (13).

8.(f) = 0 I 8.(
0| g 5 |50 (13)

where S, =diag(w?) and S, =diag(2¢,m,) are constant nXn diagonal matrices,
8, =[E, (1), Ey (O is the 2nx 1 vector of desired position and velocity errors, and

the subscript ' y ' denotes the reference model.
Because reference model is stable, equation (13) has Lyapunov function's solution R
defined as following equation

RS+S'R=-H 14
where H is symmetric positive definite matrix, and R is the 2 2 symmetric positive

definite matrix.
We shall now state the adaptation laws which ensure that, for any reference

trajectory g,(2), the state of the adjustable system, &(¢)=[E(t), E()] approaches
é,(t) = 0 asymptotically. The controller adaptation laws will be derived using the

direct Lyapunov method-based model reference adaptive control technique. The
adaptive control problem is to adjust the controller continuously so that, for any g, (),

the system state error §(¢) approaches asymptotically, i.c. 5(f)—> &,(r) as ¢t > . _
Let the adaptation error be defined as ¢ = [6,(f) -6 ()], and then from equation
(13), the error differential equation (11) can be defined as

(o0 1 0 I, 0
“;:[—SI —S2J8+[Z,—Sl zz-SZJJ{-ZJq'
Lol 2o 2)
-Z, ’ -Z; ’ —Zs

The controller adaptation laws shall be derived by ensuring the stability of error
dynamics equation (15). To this end, let us define a scalar positive-definite Lyapunov
function as )

V =8TRS +trace{] AZ,~ S, T H,[AZ,~ 5,1}
+ trace{[ AZ,- S,V H,[AZ,- S,1}
+ trace{[ AZy 1" H,[ AZ, 1} + trace{[ AZ, 1" H,[ AZ, 1}
+ trace{[ AZ; 1" Hy[ AZ;1}+ [ AZ Hg AZ, )

(15)

(16)
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where AZ,=Z,-2Z,, AZy=2Z,-Z,, AZy=Z3-1,, AZ=Z-Z,
AZ,=2,-2,", AZ,=Z,~Z, and R is the solution of the Lyapunov equation for the
reference model, [ H,, .., Hg | are arbitrary symmetric positive-definite constant
nx n matrices, and the matrices [ H,, ..., Hq ] are functions of time which will be
specified later. Now, differencing ¥ along error trajectory and simplifying the result,
We obtain
V=-6THS +2ZT [Q+H,AZ))-22"H, Z,
+2trace{[Z, -S| [-QET + HyAZ, 1~ Z; Hy AZy}
+ 2trace{ [ Zy~Sa]” [-QET + HyAZy] - Zy Hy AZs}
+2trace{ Z [Qqf + H,AZ,1- Z H,AZ,}
+2trace{ ZL[Q4F + HsAZs] - ZTH AZs}
+2tracet ZL[Q4T + HyAZg) - ZT Hg AZg)
where AZ, =Z, - Z; and H, is given by the Lyapunov equation (14) and
Q=-[Ry,R;)6 =Ry, Ryle =RE+R,E (18)
noting that ¢,=0 and & = -¢. Now, for the adaptation error f(t) to vanish

amn

asymptotically, i.e., for & (2) - £,,(2), the function ¥ must be negative-definite in & .

For this purpose, we set
Q+H Z-HZ =0, -QE +H, 2,-H, 2, =0,
~QE" +Hy Zy-Hy Z;=0, Qg +H, Z,-H,Z;=0, (19

Q4f +HsZs-H5 Z25=0, Qi +HsZs~HgZs=0
From the equation (19), We obtain
Hl[Zl - Z;]="Q > Hz[Zz - Z;]=_QET, H3[Z3 - Z;]=—QET s
H,[Z,~ 2)1=-0d} , Hs[Zs — 251=~045 , HlZs - Zs]=-Qd;
In the case of definition of equation (19) and (20), ¥ reduces to
V=-6THS +2Z7Q-20r[ 2,7 QET |-24r[ Z,TQET |
+20[ 27 Qql 14202570 ¢ 1420270 4] ]
Now, let us choose Z; , -, Z¢ as follows
Zl = -HQ,Z = -H0,Z = ~H{ 0,
Zi= -H,Qql, Z5 = -H;04], Zs = ~HeQd;
where H; ,---,H; are symmetric positive semi-definite constant nX n matrices.
Equation (21) simplifies to
V=-8"HS -20"HQ - 2(Q"Q)E"H,E- 2(Q"Q)E"H,E
-2Q"Q)q H g, - QD)4 Hg, - 2(Q" Q)4 Hog,
which is a negative definite function of O inview of the positive semi-definiteness of
Hf, - H;. Consequently, the error differential equation (15) is asymptotically
stable; implying that £(z) — &,,(t) (or &(z) —0) as t —co. Thus, from equations (20)
and (22) adaptation laws are found to be

20)

e3))

22)

23)
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. s _ .d
Z,=-H'Q-HQ, Zz=Hzl[QET]+H2'd_t[QET],
.d
‘dt
. e a7 . d T ApA T . d oy
Z,=-H, [Qq,]—H,;[Qq,], Zy=-H, [Qq,]-Hsgt—[Qq,]

2,=HIQE1+H; 210 E"), 2,=- H10q])-H, 21047), 24)

Now, it is assumed that the relative change of the robot model matrices in each
sampling interval is much smaller than that of the controller gains.

This implies that the robot model parameters D*, N*, and G* can be treated as
unknown and slowly time-varying compared with the controller gains.

This assumption is justifiable in practice since the robot model changes noticeably
in the (50 msec) time-scale during rapid motion; whereas the controller gains can
change significantly in the (10 msec) time-scale of the sampling interval. Hence there
is typically two orders-of-magnitude difference between the controller and the robot °
time-scales. the adaptive controller continues to perform remarkably well.

Thus, from the equation (24), the gains of adaptive control law in equation (9) are
defined as follows:

P,O=alp.E+pENGY +a,[p.E + p ElG,] dt + p,(0) (5)
P, (O=b,[pE+p Ellq,Y +b,},[p,E+ p,,ENg,1 dt + p,(0) (26)
P(O=c[p.E+p.EllgY +c,Lp.E+p,.Ellg,Ydt+ p.(0) @7
P ()= Alp,E1+ AL [p,EY dt + p,(0) (28)
B, ()= PIP.E+ P ENEY + P, [p,E + p,,ENEY di + p,(0) 29)
B, (0= [P.E+p EVET +v, [ pE+p, ENET dt+p,(0) (30)

Whel'e [ppl s Pyi> Pets Pri> Pa) ] and [pp2 sPv2>Pe2>Py2 3pa2] arc pOSitive aIld ZerO/pOSitiVC

scalar adaptation gains, which are chosen by the designer to reflect the relative
significance of position and velocity errors E and E .

4 Experiment

Consider the assembling robot with the end-effector grasping a payload of mass AL.
The emulation set-up consists of a TMS320 evm DSP board and a 586/133MHz
personal computer(PC). The TMS320 evm card is an application development tool
which is based on the TI's TMS320C40 floating-point DSP chip with 50ns instruction
cycle time. The adaptive control algorithm is loaded into the DSP board, while the
manipulator, the drive system, and the command generator is simulated in the host
computer in C language. The communication between the PC and the DSP board is
done via interrupts. These interrupts are managed by an operating system called
Ashell which is an extension of MS-DOS. It is assumed that drive systems are ideal,
that is, the actuators are permanent magnet DC motors which provide torques
proportional to actuator currents, and that the PWM inverters are able to generate the
equivalent of their inputs.
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Fig. 2. Link coordinates of assembling robot with six-joints.

g 3 .Experimental set-up. -
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The performance test of the proposed adaptive controller has been performed for the
assembling robot at the joint space and cartesian space. At the cartesian space, it has
been tested for the peg-in-hole tasks, repeating precision tasks, and trajectory tracking
for B-shaped reference trajectory. At the joint space, it has been tested for the
trajectory tracking of angular position and velocity for a assembling robot (AM1

model) made in Samsung Electronics Company in Korea.

MAIN
Host Computer

Position
Commander

BUS SERVO
CONTROLLER

Joint Controller
(TMS320C40)

<
=1 Current

ROBOT SYSTEM FEOPOo00RRoReReRs

INVERTER

Fig. 4. The block diagram of the interface between the PC, DSP and assembling robot.
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Fig. 3 represents the experimental set-up equipment. To implement the proposed
adaptive controller, we used our own developed TMS320C40 assembler software.
Also, the TMS320C40 emulator has been used in experimental set-up. At each joint
of a assembling robot, a harmonic drive (with gear reduction ratio of 100 : 1 for joint
1 and 80 : 1 for joint 2) has been used to transfer power from the motor, which has a
resolver attached to its shaft for sensing angular velocity with a resolution of 8096
(pulses/rev). Fig. 4 represents the schematic diagram of contro!l system of assembling
robot. And Fig. 5 represents the block diagram of the interface between the PC, DSP,
and assembling robot.

The performance test in the joint space is performed to evaluate the position and
velocity control performance of the four joints under the condition of payload
variation, inertia parameter uncertainty, and change of reference trajectory.

HOST COMPUTER B X MEMORY MAP
(586 PC) A YO INTERFACE

MAP
/O INTERFACE

DATA BUS. ADRESS BUS.

JOINT CONTROLLER
(TMS320C40 DSP)

JOINT CONTROLLER
(TMS320C40 DSP)

JOINT CONTROLLER

(TMS320C40 DSP)
axis 3

JOINT CONTROLLER
(TMS320C40 DSP)
axis 4

JOINT CONTROLLER
(TMS320C40 DSP)
axis 5

JOINT CONTROLLER
(TMS$320C40 DSP)

SERVO INTERFACE
T

ASSEMBLING ROBOT

SERVO DRIVER
(FARA SCD)

Fig. 5. The schematic diagram control system of assembling robot.

Fig. 6 represents the B-shaped reference trajectory in the cartesian space. Fig. 7
represents the kinematic configuration of peg-in-hole task in the cartesian space. Fig.
8 shows the experimental results of the position and velocity control at the first joint
with payload 5kg and the change of reference trajectory. Fig. 9 shows the
experimental results for the position and velocity control at the second joint with Skg
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payload. Fig.'s 10 and 11 show the experimental results for the position and velocity
control of the PID controller with 3kg payload. As can be seen from these results, the
DSP-based adaptive controller shows extremely good control performance with some
external disturbances. It is illustrated that this control scheme shows better control
performance than the exiting PID controller, due to small tracking error and fast
adaptation for disturbance.

———

y //,/ B8 \\ s B4 \\

BO B B2
0 X

Fig. 6. The B shaped reference trajectory in  Fig. 7. The kinematic configuration for peg-
the cartesian space. in-hole task in the cartesian space.

Fig. 12 shows the experimental results of the position and velocity tracking
performance at the first joint and second joint with 5 kg payload. Fig. 11 shows the
experimental results of the position and velocity tracking performance at second joint
with 5 kg payload. The experimental results at the cartesian space are shown in Fig.
12013. Fig. 12 represents the experimental results of adaptive controller for the B
shaped reference trajectory with 5 kg payload and maximum velocity (2.2 m/s) in the
cartesian space. Table.O represents the experimental results for the peg-in hole tasks
with 5 kg payload and maximum velocity (2.2 m/s) in the cartesian space. The task
was performed repeatedly for eight hours.

Form the above experimental results, it is illustrated that the proposed adaptive
controller shows very good performance with 5 kg payload and maximum velocity
(2.2 m/s).
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g NE= N1/
g 5 7
= = -200
= é S A
S05—566 1000 1500 2000 9% " S00 1000 1500 2000
Cad time{msec) (b) ime{msec)
o4 __ 40
= 5
£ o2 Ay - [ T ETE PO B S
oo ’%N o \v T o f,« . n.-al“‘%‘
g-o.z u L[ : E -20IL‘_ #‘-}
E =
= -045 500 1000 45600 2000 — % 00 1000 1500 2000
Ce> time(msec) cad time{msec)

Fig. 8. (a)-(d) Experimental results for the position and velocity tracking of adaptive controller
at the first joint with Skg payload. '
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. Table O. The experimental results comparison of adaptive controller and PID controller
for the peg-in-hole tasks with 5kg payload and maximum velocity (2.2 m/s).

Running time 28800sec ( 8hours) Paylaod : S kg
Task speed o o
(Basic of maximum speed (100%)) 80 (%) 100 (%)
A i 1 | 0.009 (%) |0.015 (%
Failure percentage daptive contro (*4) (%)
(%) P I D control 0.018 (%) |0.041 (%)
= e I - T
§ ¥ 200
) g /
'g 0 T O 74
* E L\ 4 A
S0 806 1000 1500 2000 1000 BGO 1006 1500 3000
<a) time{msec) (b) time{msec} .
03 _.20
S 02 =
g - g 10
5 0 [' P e E o
8-04p- A v B
<02 &1
= % 2

L
)

0 500 1000 1500 2000

(c) lime(msec)

500

1000 1500 2000

(d) time(msec)

Fig. 9. (a)-(d) Experimental results for the position and velocity tracking of adaptive controller

at the second joint with 5kg payload.
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Fig. 10. (a)-(d) Experimental results of PID controller for the position and velocity tracking at

the first joint with 3kg payload.
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Fig. 11. (a)-(d) Experimental results of PID controller for the position and velocity tracking at
the second joint with 3kg payload.
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Fig. 12. Experimental results of adaptive controller for tracking of R-shaped reference trajectory
with Skg payload.

S Discussion and conclusions

A new adaptive digital control scheme is described in this paper using DSP
(TMS320C40) for robotic manipulators. The adaptation laws are derived from the
direct adaptive technique using the improved Lyapunov second method. The
simulation and experimental results show that the proposed DSP-adaptive controller
is robust to the payload variation, inertia parameter uncertainty, and change of
reference trajectory. This adaptive controller has been found to be suitable to the real-
time control of robot system. A novel feature of the proposed scheme is the utilization
of an adaptive feedforward controller, an adaptive feedback controller, and a PI type
time-varying control signal to the nominal operating point which result in improved
tracking performance. Another attractive feature of this control scheme is that, to
generate the control action, it neither requires a complex mathematical model of the
manipulator dynamics nor any knowledge of the manipulator parameters and payload.
The control scheme uses only the information contained in the actual and reference
trajectories which are directly available. Furthermore, the adaptation laws generate
the controller gains by means of simple arithmetic operations. Hence, the calculation
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control action is extremely simple and fast These features are suitable for
implementation of on-line real-time control for robotic manipulators with a high
sampling rate, particularly when all physical parameters of the manipulator cannot be
measured accurately and the mass of the payload can vary substantially. The proposed
DSP-based adaptive controllers have several advantages over the analog control and
the micro-computer based control. This allows instructions and data to be
simultaneously fetched for processing. Moreover, most of the ‘'DSP instructions,
including multiplications, are performed in one instruction cycle. The DSP
tremendously increase speed of the controller and reduce computational delay, which
allows for faster sampling operation. It is illustrated that DSPs can be used for the
implementation of complex digital control algorithms, such as our adaptive control for
robot systems.
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Abstract. In this paper the issue of controller design and implementation for
rigid-link electrically-driven robot manipulators was addressed. The main
features of this scheme eliminate the requirement of the joint velocity
measurements and the time-derivative of the manipulator regressor matrix,
which was generally required in the literature. To illustrate the feasibility of
this controller, the developed control algorithm was implemented on a Reis
V15 industrial manipulator. The effectiveness of the proposed control strategies
has been confirmed by experiments.

1 Introduction

Recently actuator (DC motor) dynamics have been explicitly included in control schemes of
robot manipulators. These dynamics become extremely important during fast robot motion and
highly varying loads. However, as demonstrated by Good et al. [1], the inclusion of actuators in
the dynamic equations complicates both the controller structure and its stability analysis. This
is because the inclusion of robot actuator dynamics in the robot dynamic equations makes the
latter a system of third-order differential equation [4].

The study of controlling the motion of rigid-link electrically-driven manipulators has been
described in [1-16]. Research in which controllers are designed with the capability to
compensate for uncertainty in the manipulator/actuator system includes work on robust control
schemes [6-9], adaptive schemes [10-14], and hybrid schemes [14-17]. It should be mentioned
that these controllers usually require velocity measurements, that with the required accuracy
can be difficult to realize in practical applications since joint measurements are typically either
contaminated with noise or not available at all [19]. An additional observation is that derivation
of these robust and adaptive schemes typically requires the calculation of very complex
quantities, such as the time-derivative of the manipulator regressor matrix or upper bounds on
the derivatives of the embedded controls, which can make implementation of these strategies
difficult and computationally expensive.

In this paper a new hybrid adaptive/robust control scheme is proposed in an effort to eliminate
the two limitations, these being the measurements of velocities and time-derivative of the
manipulator regressor matrix. To illustrate the feasibility of this controller, the developed
control algorithm was implemented on a Reis V15 industrial manipulator. The effectiveness of
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the proposed control strategies has been confirmed by experiments. We should mention that a
preliminary version for the controller design was reported in [18].

2 Design of the Control Law

2.1 Control Objective:
The dynamics for rigid-link electrically-driven manipulators are described by

(D(@)+7)§+B(q.9)g+G(g) =Ky o
Li+RI+K,g=u ¢

where g € R" is the vector of the joint position, /€ R” is the vector of the armature currents

and ue R" is the vector o